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Liquid water is a complex material with many anomalous properties. Three of these anomalies are an abnormally high dielectric constant, an abnormally high boiling point, and a solid phase which is less dense than the liquid phase. Each of these anomalies is known to have been critically important in the development of life on Earth. All of water’s special properties can be linked to water’s unique ability to form hydrogen bonds. Water’s hydrogen bonds form a transient network. Understanding the average structure of this network and how it changes through the phase diagram remains the focus of intense research.

In this thesis we focus on understanding dielectric and infrared measurements, which measure the absorption and refraction of electromagnetic waves at different frequencies. Computer simulation is a necessary tool for correctly interpreting these measurements in terms of the microscopic dynamics of molecules.

In the first part of this thesis we compare three classes of water molecule model that are used in molecular dynamics simulation
rigid, flexible, and polarizable. We show how the inclusion of polarization is necessary to capture how water’s properties change with pressure and temperature. This finding is relevant to biophysical simulation. In the next part, we conduct a detailed study of water’s dielectric properties to discover vibrational modes that propagate through the hydrogen bond network. Parts of the absorption spectrum of water are due to electromagnetic waves coupling to these modes. Previously, vibrational motions in water were thought to be confined to small clusters of perhaps five molecules. Our work upends this view by arguing that dynamics occur on the hydrogen bond network, resulting in modes that can propagate surprisingly long distances of up to two nanometers. These modes bear many similarities to optical phonon modes in ice. We show how the LO-TO splitting of these modes provides a new window into the structure of the hydrogen bond network.

In the final part of this thesis we turn to the problems one encounters when trying to simulate water from “first principles”, i.e. from the laws of quantum mechanics. The primary technique that physicists use to approximate the quantum mechanics of electrons, density functional theory, does not work well for water, and much work is being done to understand how to fix this problem. A usual assumption in first principles simulation is that only electrons need to be treated quantum mechanically. We argue that both electrons and nuclei need to be treated quantum mechanically and we present a new code to do this. The custom code presented in this thesis implements a novel algorithm which greatly speeds up the calculation of nuclear quantum effects with only minor losses in accuracy. We hope that others will start using our technique to advance first principles simulation. Accurate first principles simulation of water is important for understanding and developing solar water splitting catalysts and batteries. First principles simulations are also being increasingly used to understand proteins and drug molecules, and this trend will continue with Moore’s law.
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Chapter 1

Introduction

“There must be no barriers to freedom of inquiry... There is no place for dogma in science... And we know that as long as men are free to ask what they must, free to say what they think, free to think what they will, freedom can never be lost, and science can never regress.” - J. Robert Oppenheimer

The dielectric properties of water are important for understanding its properties as a solvent and absorber of electromagnetic radiation. Precise knowledge of these properties is important in diverse areas such as biophysics, climate science, remote sensing and microwave engineering. For this reason, water’s dielectric properties have been measured to high accuracy at a large gamut of state points.[8, 19] However the molecular origin of water’s dielectric constant, and the inability for many forcefield molecular dynamics models to reproduce it, is not fully understood. Additionally the molecular origins of many features of water’s dielectric spectra are poorly understood, especially in the THz and far infrared regions.

The abnormally high dielectric constant of water is often explained as being due to a large liquid phase dipole moment ($\approx 2.95 \text{ D}[20]$). This explanation misses the critical role of dipole correlation which is mediated by H-bonds.

Kirkwood showed in 1939 that the dielectric constant depends not just on the size of dipoles but also on the degree of correlation between neighboring dipoles.[21] Kirkwood’s 1939 work showed that the tetrahedral coordination of hydrogen bonds increases dipolar correlation, which in turn increases the dielectric constant (see section 3.3 for a detailed discussion of Kirkwood’s theory). Figure 1 shows the geometry of perfect tetrahedral coordination and the resulting dipole moments of the molecules.

Assuming a dipole moment of 2.95 D, Kirkwood’s equation (ref. 3.28), which is an exact result, indicates that the large dipole moment of water only
Figure 1.1: Schematic of the tetrahedral coordination of water molecules. The yellow arrows show dipole moments. Overall, the 5 molecule tetrahedron has a larger dipole than that of a single molecule.

accounts for 40\% of the magnitude of the dielectric constant and that the rest is due to dipole-dipole correlation. The large dipole moment of water itself is largely caused by H-bond interactions – the dipole moment of the water molecule increases from the gas phase value of $\mu_g = 1.85$ D as a result of local interactions, in particular the hydrogen bond interaction. The most widely used method for quantum mechanical simulation, density functional theory (DFT) shows that a water molecule’s dipole moment increases in proportion to the number of hydrogen bonds it has.\[22\] The dipole moment of $\text{H}_2\text{O}$ in liquid water is not known exactly. An x-ray study by Badyal, et. al. yielded $\mu = 2.95 \pm 0.6$ D,\[23\] and a detailed study of index of refraction data by Gubskaya & Kusalik data yielded a value of $\mu = 2.95 \pm 0.2$ D.\[20\] The dipole moment of Ice I\(\text{h}\) is well established to be 3.0–3.1 D, which effectively sets an upper bound on the dipole moment for the liquid phase.\[20, 24\] The importance of the H-bond network is confirmed in computer simulations which show a strong correlation between the density of hydrogen bonds and dielectric constant.\[25, 26\] The importance of the extended H-bond network can also be inferred from the observation that dissolved solutes decrease $\varepsilon(0)$. Remarkably, the decrease in $\varepsilon(0)$ with solute concentration is largely independent of the type of solute,\[27\] suggesting that the depression in $\varepsilon(0)$ is not due to local interaction of water with the solute but rather a longer scale disruption of the H-bond network.
1.1 Some open questions about water

Liquid water has a lot of anomalous properties which cannot be found in other liquids. On his website, Martin Chaplin identifies 69 different anomalous properties.[3] Chief among these are water’s anomalously high melting and boiling points relative to water’s small molecular weight, water’s expansion of volume upon freezing, and the lowering of the freezing point with pressure. Closely related to these is a class of response function anomalies:

- The isothermal compressibility $K_T$ has a minimum at 46°C and then increases at lower temperatures. (Usually $K_T$ decreases monotonically with $T$.)
- The specific heat $C_P$ has a minimum at 36°C and increases at lower temperatures. (Usually $C_P$ decreases monotonically with $T$.)
- The thermal conductivity $\kappa$ of water is unusually high and increases with temperature until reaching a maximum at 130°C. (Usually $\kappa$ decreases monotonically with temperature)

1.2 The liquid-liquid phase transition hypothesis

Currently, much work is being done to provide a unified framework for understanding water’s anomalies. One such framework is the liquid-liquid phase transition idea, which says liquid water is best understood as a mixture of two types of liquid - high density liquid (HDL) and low density liquid (LDL). This according to this idea, liquid water lies above a second order critical point which lies hidden in the deeply supercooled region of the phase diagram.[28] Many thermodynamic properties of water (in particular isothermal compressibility) show an unexpected rapid increase as the temperature of supercooled water is lowered, suggesting a thermodynamic singularity is being approached.[29] Above a 2nd order critical point, one can define a Widom line that extends the phase transition line. One way to define it is as the line where the thermal compressibility reaches its maximum. Molecular dynamics simulations performed by Abascal & Vega have charted the Widom line from room temperature water into the deeply cooled region.[30] In one simulation at 191 K, 1450 bar they observed a transition between HDL and LDL.[30]

Water can be easily supercooled down to -20°C, and this is an important fact in determining when ice crystals will form in the upper atmosphere. However between -40 to -45°C one runs into a limit where internal density
fluctuations cause auto-nucleation, which is called the homogeneous nucleation limit.\cite{28} The hypothetical supercooled region below -40 C is called the “no-mans land”, and it is in this region that the liquid-liquid phase transition line and critical point is believed to exist. The no-mans land may also contain a spinoidal line,\cite{28} which represents points where the liquid becomes thermodynamically unstable. A spinoidal line would be a true hard limit to supercooling. The existence of a spinoidal line in the no-mans land and whether it would connect to the liquid-gas spinoidal by passing through the region of negative pressure in the phase diagram is also debated.\cite{31}

One can also approach the “no-mans” land region of the phase diagram from below by studying amorphous ice. One way to make amorphous ice by either cooling water at an extremely rapid rate or by putting normal ice under high pressure. Water molecules in amorphous ice are trapped in a a glass state which is technically a supercooled liquid state, but so cold that it behaves like a solid. Interestingly, at different pressures amorphous ice exists in two forms, low density amorphous (LDA) and high density amorphous (HDA). If pressure is removed from HDA, it quickly transforms into LDA. One might think that one can make water in the “no mans land” by heating up amorphous ice, but when heated amorphous ice transforms into normal ice, since molecules then have enough thermal energy to jump energy barriers into their preferred configuration.

Another way to probe the no-mans land is to use supercooled droplets,\cite{32} since the probability of auto-nucleation is significantly decreased. Unfortunately, the thermodynamics of droplets is different than bulk water, largely due to surface tension effects which creates pressure on the liquid (Laplace pressure), but also from subtle confinement effects which change the structure of the H-bond network. Still, it may be possible to test the liquid-liquid phase transition in the case of droplets, lending credence to the idea.

The liquid-liquid phase transition hypothesis may sound pointless to debate, since bulk water cannot exist in the no-mans land, but is currently of great interest because it provides a framework for understanding many of water’s anomalies.

### 1.2.1 Issues regarding water structure

Discussion of water structure goes back to 1892, when W.K. Röntgen proposed that water contains a mixture of two structural motifs “ice like” and “liquid like”.\cite{33} Today, the local structure of water as a function of temperature remains a source of research and lively debate.\cite{34, 35, 36, 37, 38, 39}

The nature of the water structure debate has changed as more has been learned about the hydrogen bond network of water. In the 80s and 90s there
was also intense debate between experimentalists about how many H-bonds water molecules have on average. By the early 2000s, most scientists had reached a consensus that the average number in room temperature water was around 3.5. With many water molecules having 3 or 4 bonds, and almost no molecules having zero bonds, this implies that the hydrogen bond network is “fully connected” and extends through all of space (see fig. 1.2.1) for a schematic picture). Figure 1.2.1 shows the distributions of how many H-bonds molecules have at different temperatures, as obtained from classical MD simulations with the TIP4P/2005 model. Computer simulations using both classical molecular dynamics and ab-initio simulation have overall been very consistent in confirming this picture.

In 2004 x-ray scattering experimentalists published a provocative paper claiming that many molecules in water have only two hydrogen bonds, and that these molecules are connected in long chains. This possibility was debated for some time and is now largely believed to be incorrect.[40]

The present debate about the structure of water originates in large part from the publication of “The inhomogeneous structure of water at ambient conditions” by Huang, Nilsson, et al. in 2009.[37] Their argument largely rests on their interpretation of small angle X-ray scattering (SAXS) below 0.4Å⁻¹, where a minimum is observed at small q and enhancement is observed as q → 0. The paper failed to find the enhancement when using a popular three-site forcefield model for water, SPC/E, and therefore implied that MD simulation could not be trusted to correctly reproduce the structure of water.

However, the region of small q is tricky to calculate from MD simulation, especially when calculating it by Fourier transforming the structure factor as
they did. Later MD simulation by Sedlmeier, Horinek, and Netz that used a better calculation method and larger simulation cell did recover a slight enhancement with SPC/E, and an even more pronounced enhancement is observed with the more accurate TIP5P and TIP4P/2005 models.\[41\]

Huang et al. claim the enhancement at small $q$ is due to significant density fluctuations between regions of high density and low density liquid. However, in their own analysis Clark, Hura, Teixeira, Soper, and Teresa Head-Gordon conclude:

“The increase in $S(q)$ at small angle is due to the normal density fluctuations which arise from stochastic processes in a single component fluid. The tetrahedral network forming TIP4P-Ew model of water qualitatively reproduces the trend in $S(q)$ at ambient conditions and yields the same correlation lengths arrived at by experiment.”\[42\]

While molecular dynamics simulations of well-validated force-field models do show co-existence of HDL-like and LDL-like domains at very low temperature, they do not show such heterogeneity in room temperature water. The structure of the hydrogen bond network of water can be quantified using various “structure factors” or order parameters. The most popular of these is the
tetrahedral order parameter: [35]

\[ q_4 = 1 - \frac{3}{8} \sum_{j=1}^{3} \sum_{k=j+1}^{4} \left( \cos(\Psi_{jk}) + \frac{1}{3} \right)^2 \]  

(1.1)

Here \( \Psi_{ij} = \arccos(\hat{r}_{ij} \cdot \hat{r}_{ik}) \) is the angle between the selected oxygen atom \( i \) and the vectors pointing from that oxygen’s position to the positions of two of its four nearest neighbours, \( r_j \) and \( r_k \). Other order parameters are \( Q_4 \), \( Q_6 \), \( S_k \) and the local structure index (LSI). [41]

The distributions of various local structure parameters as a function of temperature show a decrease in LDL-like molecules and increase in HDL-like molecules as the temperature is lowered. Very little bimodality in the distributions of order parameters is seen at room temperature, but bimodality increases as the temperature is lowered. When energy minimization is run on snapshots from MD simulation, one obtains so-called “inherent” structures. Inherent structures calculated from room temperature simulations of water exhibit a clearly bimodal distribution of \( Q_4 \). [43] However, Seldemeir et al. show that \( Q_4 - Q_4 \) correlations do not extend beyond 6 Angstroms, or the 2nd H-bonding shell. Furthermore, they note that the correlation between \( Q_4 \) and local density is rather small. [41]

The extent and nature of inhomogeneities in room temperature water remains controversial. A Dec. 2015 review by Nilsson & Pettersson does a good job defending the validity of the two-liquid model through several lines of experimental evidence, but goes too far by invoking a picture of HDL/ LDL domains at room temperature. [44] Additionally, the isosbestic points\(^1\) found in Raman and IR spectra are cited by Nilsson as evidence for HDL/ LDL domains in liquid water, but this interpretation has been called into question. [45, 46]

1.3 Some questions that are explored in this thesis

- What can mean field theories tell us about the origin of the high dielectric constant of water? (chapter 3)

- What is the most efficient way to calculate the dielectric constant in a simulation? (chapter 4)

\(^1\)In this context, an isosbestic point refers to a point in the spectrum where the absorption is independent of temperature.
• What are the relative contributions of dipolar reorientation, molecular flexibility, and electronic polarization to the dielectric constant? (Chapter 5)

• What role does hydrogen bonding play in determining the dielectric properties? What is the structure and spatial extent of dipolar correlations in liquid water? (chapter 6)

• What is the origin of the Debye relaxation of water? Why is it a simple exponential, while molecular orientation relaxation is a stretched exponential? (chapter 7)

• Does water contain polarizable nanodomains which contribute to its dielectric properties in a way which is equivalent to what happens in a relaxor ferroelectric? (chapter 8)

• What is the origin of the dispersive modes observed in $k$-dependent (non-local) dielectric spectra? (chapter 10)

• What can the dielectric properties and LO-TO splitting tell us about liquid structure? (chapter 10)

• What are the effects of nuclear quantum effects on liquid structure and dielectric properties? (Chapters 11)

• Is there a more computationally efficient way to perform PIMD simulations with minimal losses in accuracy? (chapter 12)
Chapter 2

Introduction to dielectric properties

![Experimental data on ε(0)](image)

Figure 2.1: Experimental data on $\varepsilon(0)$ taken from Fernandez et al.,[1] Bertolini, et al.,[2] and Chaplin et al.[3] Although a $\varepsilon(0)(T)$ is roughly linear in the range 273 - 373 K, the overall behaviour is better described by $A/T + C$. The data above 373 K is taken along the liquid-vapor coexistence curve with increased pressure.

In this chapter we review fundamentals of the dielectric constant and frequency dependent dielectric function. The material in this section lays down
the conventions used in the rest of the thesis. We explain how the dielectric constant is calculated in MD simulation and explain the importance of boundary conditions when calculating the dielectric constant. The concept of a “reaction field” is shown to be central to understanding how boundary conditions effect the calculation of the dielectric constant.

2.1 Key equations and conventions

The dielectric constant is best defined in terms of how it is traditionally measured. Consider a hollow core capacitor with capacitance \( C_0 = Q/V \). The insertion of a dielectric will, as simple physical arguments show, allow for more charge to accumulate, because surface charges will be present on the surface of the dielectric to compensate the extra accumulated charge. As a result the capacitor will be able hold a charge of \( Q + Q_p \), increasing the capacitance to \( C = (Q + Q_p)/V \). The static dielectric constant is defined as:

\[
\varepsilon \equiv \frac{C}{C_0} = \frac{Q + Q_p}{Q} \quad (2.1)
\]

The polarization of a medium is described by the polarization vector \( \mathbf{P}(r) \) which gives the polarization per unit volume at point \( r \). It can be shown (cf. any book on electromagnetic theory) that the presence of a gradient in the polarization vector is equivalent to a fictitious charge density, so that Gauss’s law holds:

\[
\nabla \mathbf{P} = -\rho_b \quad (2.2)
\]

We distinguish here between bound charge density \( \rho_b \) and the free charge density \( \rho_f \). Gauss’s law then reads:

\[
\nabla \mathbf{E} = \frac{1}{\epsilon_0}(\rho_f + \rho_b) = \frac{1}{\epsilon_0}(\rho_f - \nabla \mathbf{P}) \quad (2.3)
\]

This motivates the definition of a new field called the electric displacement \( \mathbf{D} \):

\[
\mathbf{D} = \epsilon_0 \mathbf{E} + \mathbf{P} \quad \text{(SI units)}
\]
\[
\mathbf{D} = \mathbf{E} + 4\pi \mathbf{P} \quad \text{(Gaussian-cgs units)} \quad (2.4)
\]

In this chapter of the thesis we will use SI units, since they are the ones most relevant when comparing to experimental values. Later, we will switch to cgs units, which are more standard in theoretical physics. Regardless of what unit system one uses, introducing \( \mathbf{D} \) allows for a simple equation to be written in
terms of just the free charge density $\rho_f$:

$$\nabla D = \rho_f \quad (2.5)$$

How does $P$ depend on $E$? For a local, linear, isotropic media :

$$P = \chi \epsilon_0 E \quad (2.6)$$

$\chi$ is called the electric susceptibility. Of course, in any real material, $P$ cannot linearly increase without bound, and there is saturation. If we assume the material has dipoles of magnitude 1 D, the E-field at a distance of 5Å is on the order of $10^6$ volt/cm. As a rough rule, for field strengths less than this the linear relation works fairly well. Returning to equation 2.6, we see:

$$D = \epsilon_0 (1 + \chi) E \quad (2.7)$$

We now define the static dielectric constant, (also called the static relative permittivity) as

$$\epsilon \equiv 1 + \chi \quad (2.8)$$

$$D = \epsilon_0 \epsilon E \quad (2.9)$$

The absolute permittivity, (which is sometimes also called the dielectric constant) is defined as:

$$\epsilon_a \equiv \epsilon_0 \epsilon \quad (2.10)$$

In his popular book, J.D. Jackson chooses to work in terms of the absolute dielectric constant, which he denotes $\epsilon$.\[47\] The reason for this is that in the type of electrodynamics covered by Jackson, one is mainly interested in utilizing eqn. 2.10 between $D$ and $E$, while in materials science one is more interested in relation 2.11 between $P$ and $E$. Physicists can be forgiven a bit for this inconsistent use of the term “dielectric constant” since in the popular Gaussian-cgs system (and Heaviside-Lorentz units) $\epsilon_0 \equiv 1$ so the absolute and relative dielectric constants are equal.\[1\]

With this new definition, eqn. 2.6 becomes

$$P = \epsilon_0 (\epsilon - 1) E \quad (2.11)$$

\[1\]Note, in at least one textbook,\[48\] $\epsilon_0$ is used to refer to the absolute permittivity while $\epsilon$ is reserved for the permeability of free space. The symbol used for the dielectric constant varies, with physicists using a symbol from the set $\{\epsilon, \epsilon(0), \epsilon_r, \epsilon(0), \epsilon_0, \epsilon_0\}$ and engineers frequently using either $\kappa, k,$ or $K$. Because of these unfortunate vagaries in convention, it is always important to check the context of how a symbol is being used.
Alternatively, some authors prefer to work in terms of $D$:

$$ P = \left(1 - \frac{1}{\varepsilon}\right) D $$  \hspace{1cm} (2.12)

and then define a different susceptibility $\chi'$:

$$ \chi' = 1 - \frac{1}{\varepsilon} $$  \hspace{1cm} (2.13)

In the chapter on nonlocal dielectric response we will see that $\chi'$ is the longitudinal susceptibility while the more conventional $\chi$ is the transverse susceptibility.

### 2.1.1 The polarizability

Several terms are in use to describe different components of the polarizability. We will consider the polarizability of a molecule to consist of three parts:

$$ \alpha = \alpha_e + \alpha_m + \alpha_d $$  \hspace{1cm} (2.14)

Where:

- $\alpha_e$ is electronic polarizability due to the shifting of the electron clouds
- $\alpha_m$ is the molecular polarizability due to the stretching of the molecules (also called the “vibrational polarization” or, in older literature, the “atomic polarizability”).[49]
- $\alpha_d$ is the dipolar polarizability due to the reorientation of the intrinsic molecular dipoles

### 2.2 The dipole-dipole interaction

Consider a system of two opposite charges, one at the origin and one at $r'$. Then the potential at a point $r$ is:

$$ \phi(r) = q \left( \frac{1}{|r - r'|} - \frac{1}{|r|} \right) $$  \hspace{1cm} (2.15)

The multipole expansion (described in many physics textbooks), which is essentially a type of Taylor expansion, yields the following expression for the
potential:

\[ \phi(r) = q \left[ \frac{r \cdot r'}{r^2} + \frac{3(r \cdot r')^2 - r'^2 r^2}{2r^4} + \frac{5(r \cdot r')^3 - 3(r \cdot r')r'^2 r^2}{2r^6} + \cdots \right] \]

(2.16)

When \( r' \) becomes small, only the first term dominates. A idealized object can be introduced now, the point dipole, which corresponds to potential of two equal and opposite charges that are brought infinitely close, while making the charges infinitely large at the same time:

\[ \phi_{\text{dip}}(r) = \frac{\mu \cdot r}{r^3} \]

(2.17)

Here we introduced the dipole moment as \( \mu \equiv qr' \). Since \( r' \to 0 \), \( q \to \infty \) to yield a finite dipole moment for the point dipole. The electric field produced by a point dipole is \( E = -\nabla \phi_{\text{dip}} \). It is most easily expressed using the dipole tensor. Using Einstein summation notation we have:

\[ E_i = -\frac{\partial}{\partial r_i} \frac{\mu \cdot r}{r^3} \]

(2.18)

\[ E_i = -\mu_i \left[ \frac{1}{r^3} \frac{\partial r_i}{\partial r_j} + r_j \frac{\partial}{\partial r_i} \frac{1}{r^3} \right] \]

After a bit of algebra, one gets

\[ E_i = T_{ij} \mu_j \]

(2.19)

Where the dipole-dipole interaction tensor is:

\[ T_{ij} = \begin{cases} \frac{1}{r^3} \left[ \frac{3r_i r_j r^2}{r^2} - \delta_{ij} \right] & \text{if } r > 0 \\ \frac{4\pi}{3} \delta(r) \delta_{ij} & \text{if } r = 0 \end{cases} \]

(2.20)

A dipole-dipole tensor can also be written for continuous charge distributions described by a polarization density \( P(r) \):

\[ T_{ab}(r_a - r_b) = \frac{1}{r} \nabla_a \nabla_b \]

(2.21)

Here we purposefully used the subscripts \( a \) and \( b \) to indicate gradients at the locations \( r_a \) and \( r_b \), rather than \( i \) and \( j \), to avoid confusion with the Cartesian
indices. In the continuous case it can also be written as:

\[ T(r_a - r_b) = \frac{3(r_a - r_b)(r_a - r_b)}{r^5} - \frac{I}{r^3} \]  

(2.22)

Now let us consider the dipole-dipole interaction in angular notation. Consider two bodies \( A \) and \( B \) separated by a vector \( \mathbf{R} \). After a multipole expansion the interaction potential is:

\[ V_{AB}(\mathbf{R}) = \frac{1}{4\pi\epsilon_0} \left( \frac{q_Aq_B}{R} + \frac{q_A\mathbf{\mu}_A \cdot \hat{\mathbf{R}}}{R^2} - \frac{q_B\mathbf{\mu}_A \cdot \hat{\mathbf{R}}}{R^2} + \frac{\mathbf{\mu}_A \cdot \mathbf{\mu}_B - 3(\mathbf{\mu}_A \cdot \hat{\mathbf{R}})(\mathbf{\mu}_B \cdot \hat{\mathbf{R}})}{R^3} + \ldots \right) \]  

(2.23)

The first term is the charge-charge interaction and the second and third terms are charge-dipole interactions. The first three terms will be zero if \( A \) and \( B \) both carry no net charge. In that case the fourth term is the leading term, which is the dipole-dipole interaction. Now we define three angles, \( \theta_A \) and \( \theta_B \) which are the angles between \( \mathbf{\mu}_A \) and \( \mathbf{\mu}_B \) and \( \mathbf{R} \), and \( \theta_{AB} \), which is the angle between \( \mathbf{\mu}_A \) and \( \mathbf{\mu}_B \).

\[ U_{AB} = \frac{1}{4\pi\epsilon_0} \frac{\mathbf{\mu}_A\mathbf{\mu}_B [\cos \theta_{AB} - 3\cos \theta_B \cos \theta_A]}{R^3} \]  

(2.24)

Using geometry, one can show that \( \cos \theta_{AB} = \sin \theta_A \sin \theta_B \cos \phi_B + \cos \theta_A \cos \theta_B \), where \( \phi_B \) is the azimuthal angle. Then we can rewrite 2.24 as:

\[ U_{AB} = \frac{1}{4\pi\epsilon_0} \frac{\mathbf{\mu}_A\mathbf{\mu}_B [\sin \theta_A \sin \theta_B \cos \phi_B - 2\cos \theta_B \cos \theta_A]}{R^3} \]  

(2.25)

Now we can make some elementary observations about the angular dependence of interaction. Let us assume \( \phi_B = 0 \). The combinations and their relative potential energies are are as follows:

\[
\begin{array}{c}
E \\
\leftarrow \leftarrow \rightarrow \rightarrow -2 \\\n\downarrow \uparrow \uparrow \downarrow -1 \\\n\downarrow \downarrow \uparrow \uparrow 1 \\\n\leftarrow \rightarrow \leftarrow 2
\end{array}
\]  

(2.26)

The most favored is to have two dipoles aligned tip to tail, with the next most favorable being anti-aligned. Now let’s consider 4 dipoles (neglecting
diagonal interactions for simplicity):

\[
\begin{array}{ccc}
\rightarrow & \rightarrow & -6 \\
\rightarrow & \rightarrow & \\
\uparrow & \downarrow & -8 \\
\uparrow & \downarrow & \\
\end{array}
\]

(2.27)

This illustrates why for dipolar crystals with cubic symmetry, the anti-ferroelectric state is preferred.

**Thermodynamically averaged dipole-dipole interaction**

In a liquid, random thermal motion prevents dipoles from assuming an ordered state. An effective interaction can be calculated by doing a thermodynamic average over the angular degrees of freedom. This angle-averaged interaction is called the Keesom interaction, which was first described in 1921 by Willem Hendrik Keesom, a doctoral student of van der Waals. The derivation is fairly straightforward. We wish to find the average interaction energy, which is:

\[
\left\langle U_{AB} \right\rangle = \frac{\int \int \sin \theta_A d\theta_A \sin \theta_B d\theta_B \exp \left( \frac{-U_{AB}}{k_B T} \right)}{\int \int \sin \theta_A d\theta_A \sin \theta_B d\theta_B \exp \left( \frac{-U_{AB}}{k_B T} \right)}
\]

(2.28)

In the case where the energy between the dipoles \( U_{AB} \ll k_B T \) then we can expand the exponential to leading order in the denominator:

\[
U_{AB} = \frac{\mu_A \mu_B f(\theta_A, \theta_B)}{4\pi \varepsilon_0 r^3}
\]

\[
\left\langle \exp \left( \frac{-U_{AB}}{k_B T} \right) \right\rangle = \left\langle 1 \right\rangle - \frac{\mu_A \mu_B}{4\pi \varepsilon_0 r^3 kT} \left\langle f \right\rangle + \left( \frac{\mu_A \mu_B}{4\pi \varepsilon_0 r^3 kT} \right)^2 \left\langle f^2 \right\rangle + \cdots
\]

(2.29)

The first angular average \( \left\langle f \right\rangle \) is zero because \( \sin(\theta) \) averages to zero over \( 0 \) to \( \pi \). The angular average \( \left\langle f^2 \right\rangle \) is not zero however, and turns out to be \( 2/3 \). A similar computation is done for the numerator. We obtain the Keesom interaction:\(^2\)

\[
\left\langle U_{AB}(r) \right\rangle = -\frac{2\mu_A^2 \mu_B^2}{3(4\pi \varepsilon_0)^2 k_B T r^6}
\]

(2.30)

\(^2\)One can also calculate the free energy \( A \equiv U - TS = -k_B T \ln(Z) \), where \( Z \) is the partition function. It turns out the free energy of interaction is exactly 1/2 the energy given by eqn. 2.30.
Because of the $1/r^6$ nature of this interaction, it is often considered a type of “van der Waal” interaction in the chemistry community. One might wonder under what circumstances the condition $U_{AB} << k_B T$ holds in water. The most likely configuration of two water molecules is to be tetrahedrally coordinated. Taking the tetrahedrally-coordinated geometry and assuming dipole moments of 3D and an O-O distance of 3Å, the dipole-dipole interaction energy is -.241 eV. By comparison the “thermal energy” at 300K is $k_B T = .026$eV. Using equation 2.30 and a dipole moment of 3 D we find that $U_{AB} = k_B T$ at $r = 4.7$Å.

2.3 A unified treatment of fluctuation formulas for the dielectric constant

With the advent of atomistic dynamics simulation in 1959,[51] the question of whether it was possible to compute a macroscopic dielectric constant from such simulations quickly rose to the fore. Because dipole-dipole forces are long range it was realized that different boundary conditions and simulation techniques led to different equations for the dielectric constant of the simulated system, which is only microscopic in extent. The situation was complicated because authors were using a variety of techniques to calculate the long range Coulomb interactions:

1. **spherical cutoff** - a simple truncation or shifted truncation of the Coulomb interactions at a radius $r_c$, normally taken to be half the box length.

2. **cubic cutoff** a truncation of the Coulomb interactions within a cube, usually equal to the size of the box.

3. **reaction field** - placement of each particle in the system in a hollow cavity in an infinite uniform dielectric media, resulting in a polarization of the media and a reaction field.

4. **lattice summation** - a real-space sum over the infinite periodic lattice of systems, carried out over a finite portion of the lattice. Can be combined with reaction field.

5. **Ewald summation** - a real-space and reciprocal space sum carried over the entire infinite periodic lattice of systems.

All simulations attempting to reproduce bulk properties use either toroidal boundary conditions or periodic boundary conditions. In the older literature
“periodic boundary conditions” (PBCs) refers to an infinite lattice of simulation cells (as occurs in Ewald summation) while “toroidal boundary conditions” (TBCs) refers to a single simulation cell surrounded by six “image” cells. Today the term “periodic boundary conditions” is used to refer to both cases. It is clear that either case is substantially different than the true infinite system when considering non-periodic systems like water.

Initially it was not clear how to relate a dielectric constant calculated from a given simulation to the dielectric constant of a real media of infinite extent. It was also sometimes not clear how to consistently relate the dielectric constants computed for the same system using different simulation techniques. The situation was not conclusively resolved until a series of landmark papers by Neumann and Steinhauser published in the 1980s.[52, 53, 54, 55, 56, 57, 58, 59] Here we summarize these papers for the first time and see how the results relate to each other.

2.3.1 The relation between \( P \) and \( E \) from electrostatics

This section is based on (Neumann,1983).[52] The presence of an externally-applied field \( E_0 \) will induce a polarization in a material. The total field at point \( r \) will be:

\[
E(r) = E_0(r) + \int d^3r' T(r-r') \cdot P(r') \quad (2.31)
\]

The total field \( E \) is sometimes called the Maxwell field to distinguish it from the applied field \( E_0 \). Here \( T(r-r') \) is the dipole-dipole interaction tensor given in eqn. 2.21

With the relation \( P(r) = \chi E(r) \) (setting \( \epsilon_0 = 1 \) here temporarily for simplicity), \( E \) may be eliminated from 2.31 yielding an integral equation for \( P \):

\[
P(r) = \chi \left( E_0 + \int d^3r' T(r-r') \cdot P(r') \right) \quad (2.32)
\]

Since \( T \) is singular at \( r = 0 \) it is convenient to split the integral over \( T \) into two parts \(-|r-r'| < R \) and \( |r-r'| > R \). For the part containing the singularity, one can rewrite the divergence of \( P \) as a surface integral, following an oft-repeated procedure in electrostatics, to obtain:

\[
\lim_{R \to 0} \int_{|r-r'| < R} d^3r' T(r-r') \cdot P(r') = -\frac{4\pi}{3} P(r') \quad (2.33)
\]
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Doing a bit of algebra, we find that the equation for $P$ becomes:

$$P(r) = \frac{1}{3\epsilon_0} \frac{\varepsilon - 1}{\varepsilon + 2} \left( E_0(r) + \lim_{R \to 0} \int_{|r-r'| < R} d^3r' T(r-r') \cdot P(r') \right)$$

Equation 2.34 involves a convolution, suggesting that it will be easier to recast this equation into Fourier space. Neumann proves that the convolution theorem still holds when toroidal boundary conditions are used, allowing eqn. 2.34 to be written in Fourier space as

$$\tilde{P}(k) = 3\epsilon_0 \frac{\varepsilon - 1}{\varepsilon + 2} \left( \tilde{E}_0(k) + \tilde{T}(k) \cdot \tilde{P}(k) \right)$$

The solution for $P$ is:

$$\tilde{P}(k) = 3\epsilon_0 \frac{\varepsilon - 1}{\varepsilon + 2} \left( I - \frac{3}{4\pi} \frac{\varepsilon - 1}{\varepsilon + 2} \tilde{T}(k) \right)^{-1} \tilde{E}_0(k)$$

The dielectric constant is calculated by setting $k = 0$. We assume a uniform electric field, which only has a $k = 0$ component. Additionally, $\tilde{P}(0) = \int d^3r P(r) = V P$ and $\tilde{E}_0(0) = V E_0$. Therefore

$$P = 3\epsilon_0 \frac{\varepsilon - 1}{\varepsilon + 2} \left( I - \frac{3}{4\pi} \frac{\varepsilon - 1}{\varepsilon + 2} \tilde{T}(0) \right)^{-1} E_0$$

This is the central result of this section.

### 2.3.2 The relation between P and E from statistical mechanics

One way to apply eqn. 2.37 in computer simulations is to apply a uniform field to the system and look at the polarization response of the system. However, linear response theory allows us to relate the polarization response in the presence of a field to fluctuations of the polarization in equilibrium. The following follows the notation found in Frankel and is an example of a linear-response theory calculation.[60]

In linear response theory one assumes that the perturbed system’s Hamiltonian can be described by $\mathcal{H} = \mathcal{H}_0 + \lambda B$, where $\mathcal{H}_0$ is the unperturbed Hamiltonian and $\lambda B$ is the perturbation. In our case, the perturbation is the application of a uniform electric field, which contributes to the Hamiltonian as $-E_0 \cdot M$ where $M$ is the total dipole moment of the system. The expression
for the total dipole moment in equilibrium is easy to write down:

\[
\langle M \rangle + \langle \Delta M \rangle = \frac{\int d\Gamma \exp[-\beta(H_0 - E_0 \cdot M)]M}{\int d\Gamma \exp[-\beta(H_0 - E_0 \cdot M)]} \tag{2.38}
\]

where \(\int d\Gamma\) denotes an integral over the entire phase space of the system. We now simplify this expression by first setting the perturbation to zero in the denominator and considering only the part which varies linearly with \(E_0\) in the numerator. Since \(E_0\) is a vector quantity, let us consider only the part which varies due to \(E_x\) first:

\[
\langle \Delta M_x \rangle = \frac{\partial \langle M \rangle}{\partial E_x} \bigg|_{E_x=0} E_x = \beta E_x \left( \langle M_x^2 \rangle - \langle M_x \rangle^2 \right) \tag{2.39}
\]

Here the right hand side was obtained by straightforward differentiation of the numerator of eqn. 2.38. For our systems, we know that \(\langle M \rangle_0 = 0\) (In equilibrium the average polarization is zero). In computer simulations, such averages are only performed over a finite time, therefore it is useful to keep the \(\langle M \rangle_0 = 0\) term. We will drop this term here though for simplicity. Thus:

\[
\langle \Delta M \rangle = \beta \langle M_x^2 \rangle E_{0x} \tag{2.40}
\]

We also know that in equilibrium the fluctuations will be isotropic, so that \(\langle M_x^2 \rangle = \langle M_y^2 \rangle = \langle M_z^2 \rangle = \frac{1}{3} \langle M^2 \rangle\). Finally, we know the polarization \(P = \frac{\langle \Delta M \rangle}{V}\). Combining these two facts into eqn. 2.40, we get:

\[
P = \frac{\langle M^2 \rangle}{3k_BT V} E_0 \tag{2.41}
\]

This the central result of this section.

### 2.3.3 The equation for the dielectric constant for different boundary conditions

Combining the two central results from the previous sections, we arrive at the following general equation:

\[
3\frac{\varepsilon - 1}{\varepsilon + 2} \left( I - 3\varepsilon_0 \frac{\varepsilon - 1}{\varepsilon + 2} \mathbf{T}(0) \right)^{-1} = \frac{\langle M^2 \rangle}{3\varepsilon_0 k_BTV} \tag{2.42}
\]

where

\[
\mathbf{T}(0) = \int d^3r \mathbf{T}(r) \tag{2.43}
\]
Figure 2.2: Illustration of the reaction field around a molecular dipole.

To analyze $\tilde{T}(0)$ it is easier to work with the discrete form (eqn. 2.20):

$$T_{ij} = \frac{1}{4\pi\epsilon_0} \frac{1}{r^3} \left[ \frac{3r_1 r_2}{r^2} - \delta_{ij} \right]$$  \hspace{1cm} (2.44)

**Spherical cutoff**

In the spherical cut off case, one can make the following hand-waving argument – since the off-diagonal terms of $T_{ij}$ are antisymmetric, $\int d^3r T_{ij}(r) = 0$. Likewise it can be shown that the sum of the on diagonal terms $\int d^3r T_{ii}(r) = 0$. Therefore a Clausius-Mossotti-like equation holds for spherical cutoff:

$$3\frac{\varepsilon - 1}{\varepsilon + 2} = \frac{\langle M^2 \rangle}{3\varepsilon_0 k_B T V}$$  \hspace{1cm} (2.45)

**Reaction field**

The reaction field technique treats the Coulomb interactions in a similar fashion to spherical cutoff, but instead of assuming a vacuum $\varepsilon = 1$ beyond the cutoff radius, a homogeneous dielectric continuum with $\varepsilon = \varepsilon_{RF}$ is assumed. In other words, each molecule in the system is modelled as being in a spherical cavity. A polarization charge is induced on the surface of the cavity, which creates a reaction field. The reaction field always points in the same direction as the polarization of molecule (see fig 2.3.3). While the reaction field method is much faster than Ewald summation and appears to yield sensible thermodynamic properties,[61] it leads to a large artifact in the dipolar correlations,[5] so its use is not recommended. In reaction field both the Coulomb interaction
and the dipole-dipole tensor are modified. We will not cover the analysis of $\tilde{T}(0)$ here, but we will state the final result since it gives a lot of insight.[52]

$$
3\frac{\varepsilon - 1}{\varepsilon + 2} \left(1 - \frac{\varepsilon - 1}{\varepsilon + 2}Q\right)^{-1} = \frac{\langle M^2 \rangle}{3\varepsilon_0 k_B TV}
$$

(2.46)

As we will see in the conclusion of this section the concept of a reaction field plays a fundamental role in dielectric theory.

**Ewald summation**

The case of Ewald summation, or more specifically, the Ewald-Kornfield technique, was first analyzed by DeLeeuw, Perram & Smith.[62] However, as pointed out by Neumann showed that these authors actually made a slight mistake in analyzing $\tilde{T}(0)$, and presents a more rigorous version:[56]

$$
3\frac{\varepsilon - 1}{\varepsilon + 2} \left(1 - \frac{\varepsilon - 1}{\varepsilon + 2}Q\right)^{-1} = \frac{\langle M^2 \rangle}{3\varepsilon_0 k_B TV}
$$

(2.47)

where

$$
Q = \int_0^{r_c} 4\pi r^2 \left(\frac{\eta}{\pi^{1/2}}\right)^3 \exp(-\eta^2 r^2)
$$

(2.48)

Here $\eta = 1/\beta$, where $\sigma$ is the width of the smearing Gaussian used in Ewald summation. Setting $Q = 1$ yields the standard formula for Ewald as used by most authors:

$$
\varepsilon - 1 = \frac{\langle M^2 \rangle}{3\varepsilon_0 k_B TV}
$$

(2.49)

Indeed, in the limit $r_c \to \infty, Q \to 1$ since the integral in eqn. 2.48 is over a normalized Gaussian function. In practice $Q$ is slightly smaller than 1. The width of the Gaussian function is chosen automatically by most MD codes by finding an optimum balance between accuracy and computational efficiency.[60] It is useful to combine eqn. 2.49 with eqn. 2.47 to create a correction formula to correct values of $\varepsilon$ calculated with the approximate equation:

$$
\varepsilon_{\text{corrected}} = \frac{(Q + 2)(\varepsilon_A - 1) + 3}{(Q - 1)(\varepsilon_A - 1) + 3}
$$

(2.50)

As an example, for a simulation of 512 water molecules in GROMACS using the TIP3P empirical potential, $r_c = 1.5$ nm, $1/\eta = .34$ nm and $Q = .999$. The incurred error from using eqn. 2.49 instead of eqn. 2.47 was only -.3 %. In practice the error from using the approximate formula is usually very small.
One should also be wary of results published in older literature, though. In his 1983 paper, Neumann found errors in previously reported values for $\varepsilon$ ranging from -60% for small systems (108 molecules) to -10% for larger systems (500 molecules). Since the publication of the exact formula, it appears that very few authors have adopted its use.

### 2.3.4 The infinite system

Analyzing $\hat{T}(0)$ for the infinite system is tricky. The issue is that the value of $\hat{T}(0)$ varies depending on the direction with which $\mathbf{k} \to 0$. Neumann presents a rigorous derivation of the infinite system formula which easily extends to finding the finite wavelength dielectric tensor $\varepsilon(\mathbf{k})$ in different geometries. Here we present a more straightforward derivation, following the presentation of McDonald (1986). To properly analyse the situation, we must consider $\varepsilon(\mathbf{k})$ as a tensor $\varepsilon(\mathbf{k})$. An arbitrary $\mathbf{E}(\mathbf{k})$ can always be broken up into parallel and perpendicular components as $\mathbf{E}(\mathbf{k}) = \hat{k}(\hat{k} \cdot \mathbf{E}(\mathbf{k})) + (\mathbf{I} - \hat{k}\hat{k}) \cdot \mathbf{E}(\mathbf{k})$. The dielectric tensor can also be broken up as

$$\varepsilon(\mathbf{k}) = \varepsilon_T(\mathbf{k}) \mathbf{I} + (\varepsilon_L(\mathbf{k}) - \varepsilon_T(\mathbf{k})) \hat{k}\hat{k}$$  \hspace{1cm} (2.51)

where

$$\hat{P} = \begin{cases} 
\varepsilon_0(\varepsilon_L(k) - 1)\hat{E} & \text{if } \hat{E}(k) \parallel k \\
\varepsilon_0(\varepsilon_T(k) - 1)\hat{E} & \text{if } \hat{E}(k) \perp k 
\end{cases}$$  \hspace{1cm} (2.52)

To start the derivation it is necessary to Fourier transform eqn. 2.31:

$$\mathbf{E}(\mathbf{k}) = \mathbf{E}_0(\mathbf{k}) - \frac{4\pi}{k^2} \mathbf{k} \cdot \mathbf{P}(\mathbf{k})$$  \hspace{1cm} (2.53)

We know that the local constitutive relation $\mathbf{P} = (\varepsilon - 1)\mathbf{E}$ holds and we know that the dielectric constant is independent of the direction of $\mathbf{k}$ and the shape of the sample. We desire that a constitutive relation holds for the infinite sample: $\mathbf{P}(\mathbf{k}) = \chi^0(\mathbf{k})\mathbf{E}_0(\mathbf{k})$ in the infinite wavelength limit, except here $\chi(\mathbf{k})^0$ is direction dependent. We insert this desired relation into eqn. 2.53

$$\mathbf{E}(\mathbf{k}) = \frac{\mathbf{P}(\mathbf{k})}{\chi^0(\mathbf{k})} - \frac{4\pi}{k^2} \mathbf{k} \cdot \mathbf{P}(\mathbf{k})$$  \hspace{1cm} (2.54)

Rearranging this equation:

$$\mathbf{P}(\mathbf{k}) = \frac{\chi^0(\mathbf{k})}{I - \frac{4\pi}{k^2} \mathbf{k} \chi^0(\mathbf{k})} \mathbf{E}(\mathbf{k})$$  \hspace{1cm} (2.55)
So clearly
\[
\frac{\chi^0(k)}{I - \frac{4\pi}{k^2} k k \chi^0(k)} = \chi
\]  
\hfill (2.56)

Now for simplicity, let’s assume that \( k \) is in the \( z \) direction. Using eqn. 2.56 we find that observe that
\[
4\pi \lim_{k \to 0} \chi^0_{xx}(k) = \varepsilon - 1 
\]  
\hfill (2.57)
\[
4\pi \lim_{k \to 0} \chi^0_{zz}(k) = \frac{\varepsilon - 1}{\varepsilon} 
\]  
\hfill (2.58)

We end up with the following fluctuation formulas:
\[
\varepsilon - 1 = \frac{\langle M^2_x \rangle}{\epsilon_0 k_B TV} 
\]  
\hfill (2.59)
\[
\varepsilon - 1 = \frac{\langle M^2_y \rangle}{\epsilon_0 k_B TV} 
\]  
\hfill (2.59)
\[
1 - \frac{1}{\varepsilon} = \frac{\langle M^2_z \rangle}{\epsilon_0 k_B TV} 
\]  
\hfill (2.59)

Combining these equations we find that
\[
2(\varepsilon - 1) + 1 - \frac{1}{\varepsilon} = \frac{\langle M^2 \rangle}{3\epsilon_0 k_B TV} 
\]  
\hfill (2.60)
\[
\frac{(2\varepsilon + 1)(\varepsilon - 1)}{3\varepsilon} = \frac{\langle M^2 \rangle}{3\epsilon_0 k_B TV} 
\]  
\hfill (2.61)

Equation 2.61 is a version of the Kirkwood equation, which will be discussed later (see eqn. 3.27).
2.3.5 Summary of formulas

We now repeat all of the formulas for reference and comparison:

\[
\langle M^2 \rangle = \left\{ \begin{array}{ll}
3 \varepsilon - \frac{1}{1} - \frac{1}{1} \varepsilon \varepsilon_{\text{RF}} - \frac{1}{1} \\
3 \varepsilon + 2 \\
(2 \varepsilon + 1)(\varepsilon - 1) \\
3 \varepsilon
\end{array} \right.
\]

reaction field

\[
\text{spherical cutoff, } \varepsilon_{\text{RF}} = 1
\]

\[
\text{Infinite system, } \varepsilon_{\text{RF}} = \varepsilon
\]

\[
\text{Ewald (} Q = 1), \varepsilon_{\text{RF}} = \infty
\]

(2.62)

Each of the equations is a special case of the reaction field equation with different values of \( \varepsilon_{\text{RF}} \). Thus we see that the concept of the reaction field plays a central role in differentiating the relation between \( P \) and \( E_0 \) in the different geometries.

2.4 The Kirkwood g-factor

Kirkwood’s g-factor can be defined as:

\[
G_K \equiv \frac{1}{N\langle \mu^2 \rangle} \left( \langle M^2 \rangle - \langle M \rangle^2 \right)
\]

If there are no interactions between the dipoles then \( \langle M^2 \rangle = N\mu^2 \) and \( \langle M \rangle^2 = 0 \) and \( g_K = 1 \). We can rewrite eqn. 2.63 into Kirkwood’s form. First we set \( \langle M \rangle = 0 \):

\[
G_K = \frac{1}{N\langle \mu^2 \rangle} \left\langle \left( \sum_{i=1}^{N} \mu_i \right) \cdot \left( \sum_{j=1}^{N} \mu_j \right) \right\rangle
\]

\[
= \frac{1}{N\langle \mu^2 \rangle} \left\langle \sum_{i=1}^{N} \mu_i^2 + \sum_{i=1}^{N} \sum_{j \neq i}^{N} \mu_i \cdot \mu_j \right\rangle
\]

\[
= 1 + \frac{N^2 - N}{N\langle \mu^2 \rangle} \langle \mu_i \cdot \mu_j \rangle
\]

\[
= 1 + (N - 1)\langle \cos \theta \rangle
\]

This is often written as

\[
g_K = 1 + N\langle \cos \theta \rangle
\]

(2.65)

Where \( N \) is now the number of molecules surrounding the central molecule.
As a simplification, Kirkwood proposed only considering the nearest neighbors to a given molecule, resulting in the following formula for water:

\[
g_K = 1 + z\langle \cos(\theta) \rangle = 1 + z\langle \cos(\theta_{\text{HOH}}/2) \rangle
\]  

(2.66)

where \( z = 4 \) is the number of nearest neighbors. Assuming an HOH bond angle of 100 deg, one obtains \( g = 3.55 \) which with a dipole moment of 2.18 yields \( \varepsilon(0) = 67 \). Assuming an angle of 109.5 one obtains \( g = 2.91, \varepsilon(0) = 55 \). Obviously these estimates are low in part because experiments show the actual dipole moment is between 2.5-3 D.

Incidentally, there are also “higher order” g-factors:

\[
G_l = 1 + \langle P_l(\theta) \rangle = 4\pi \rho \int \langle P_l(\theta) \rangle r^4 dr
\]  

(2.67)

Where \( P_l \) is the \( l \)th Legendre polynomial \( (P_1 = x, P_\varepsilon = 1/2(3x^2 - 1), \text{etc.}) \). \( G_2 \) is important in NMR experiments, and a combination of \( G_1 \) and \( G_2 \) are relevant to the optical Kerr effect.[63] In a simulation, one deals with only a finite system. The g-factor calculated from just the molecules in the finite simulation box is called the “finite system g-factor”, denoted \( G_K \). The relation between \( G_K \) and \( \varepsilon \) differs depending on boundary conditions of the system, in accordance with eqn. 2.62. The relation between \( G_K \) and \( g_K \) (the infinite system g-factor) is:[59, 64]

\[
g_K = \frac{(2\varepsilon_{RF} + \varepsilon(0))(2\varepsilon(0) + 1)}{3\varepsilon(0)(2\varepsilon_{RF} + 1)} G_K
\]  

(2.68)

In the case of Ewald summation one has:

\[
g_K = \frac{2\varepsilon(0) + 1}{3\varepsilon(0)} G_K
\]  

(2.69)

### 2.5 Systems of polarizable point dipoles

The following derivations were, strictly speaking, only valid for rigid (fixed magnitude) dipoles. In this section we consider polarizable dipoles. Consider a set of \( N \) linearly polarizable point dipoles distributed throughout space along with an externally applied electric field \( \mathbf{E}_0 \). The dipoles will polarize themselves until an equilibrium situation is reached. In equilibrium, the dipole
moment of dipole \( p \) satisfies the following equation:

\[
\mu_p = \alpha_p \left[ E_0 - \sum_{q \neq p}^N T_{pq} \mu_q \right]
\]

Here \( \alpha \) is the polarizability tensor and \( T_{pq} \) is the dipole field tensor, (eq. 2.20) which gives the electric field experienced at the location of dipole \( p \) created by dipole \( q \).

Equation 2.70 has the form of a matrix equation for the \( \mu_p \)'s:

\[
\mu = \alpha E_0 - \alpha T \mu
\]

\[
(\alpha I + T) \mu = \alpha E_0
\]

\[
A \mu = E
\]

Where \( \mu \equiv (\mu_1, \mu_2, \ldots, \mu_N) \) is a vector of length \( 3N \), \( E \) is a vector of the applied electric field \( E \equiv (E_0, E_0, \ldots \) and we have constructed a \( 3N \times 3N \) matrix \( A \):

\[
A \equiv \begin{bmatrix}
\alpha_1^{-1} & T_{12} & T_{13} & \cdots \\
T_{21} & \alpha_2^{-1} & T_{23} & \cdots \\
T_{31} & T_{32} & \alpha_3^{-1} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\]

(2.72)

Inversion of \( A \) yields:

\[
\mu = A^{-1} E
\]

(2.73)

Here we see that \( A^{-1} \) acts like a polarizability matrix for the entire system. In some literature, \( A^{-1} \equiv B \) is called the “relay matrix”.

Another way to formulate this is to create a tensor \( B_{pqij} \), where \( p, q \) are block indices for different \( 3 \times 3 \) blocks of \( B \) and \( i, j \in \{x, y, z\} \). Then we can construct a polarizability tensor for the entire system as follows:

\[
\alpha_{ij}^{\text{sys}} \equiv \sum_p^N \sum_q^N B_{pqij}
\]

\[
\mu_i^{\text{system}} = \alpha_{ij}^{e} E_j
\]

(2.74)

Several applications of 2.71 were studied in detail by P. B. Allen, who applied it to study the 1D dipole stack, interacting dipole stacks, dipolar simple cubic lattice, and to make conjectures about the stacking behaviour of nanoparticles.[65, 66]
2.5.1 Polarization catastrophe & smeared dipoles

We make a detour here which shows why smeared dipoles are used in the TTM series of water models. A property of eqn. 2.73 is that there may be singular solutions. An infinite polarizability corresponds to a polarization catastrophe where a small perturbation to the system causes run away polarization in the system. As a simple example of this, consider a system of just two isotropically polarizable point dipoles, \( A \) and \( B \). Define \( \alpha_\parallel \) to be the polarizability of the system in the direction pointing from \( A \) to \( B \) and \( \alpha_\perp \) to be the polarization in directions orthogonal. One can show that:

\[
\alpha_\parallel = \frac{\alpha_A + \alpha_B + 4\alpha_A\alpha_B r^{-3}}{1 - 4\alpha_A\alpha_B r^{-6}}
\]

\[
\alpha_\perp = \frac{\alpha_A + \alpha_B - 4\alpha_A\alpha_B r^{-3}}{1 - 4\alpha_A\alpha_B r^{-6}}
\]

(2.75)

There is a singularity in \( \alpha_\parallel \) when \( r = (4\alpha_A\alpha_B)^{1/6} \) and it becomes negative for smaller distances, which doesn’t make much sense physically. Thole shows that while the negative polarizability solutions are valid solutions, they are energetically unstable. This makes sense - a negative polarizability corresponds to a dipole which is directly facing the field, which is analogous to a ball which is at the very top of a hill. Such solutions are unphysical. Thole notes that a necessary condition for a non-singular solution is for \( A \) to be positive definite – or in other words, for \( A \) to have no negative eigenvalues. This condition also removes the possibility of negative polarizabilities.

Thole introduced a tensor \( t \) which he calls the shape function:[67]

\[
T = (\alpha_A\alpha_B)^{-1/2} t(u)
\]

(2.76)

Here \( u \equiv x/(\alpha_A\alpha_B)^{1/6} \). (In everything that follows, we will continue to assume that the atomic polarizabilities are isotropic.) In electrodynamics one always finds that if we take a macroscopic dielectric system and scale all the distances by a factor \( L \) then the polarizability of the system scales as \( L^3 \). Eqn. 2.76 preserves this property, provided that the atoms have isotropic polarizabilities and that \( t(u) \) depends only on the distance between the molecules, as indicated. This is a simplifying assumption because atoms do have internal structure, but it makes things drastically simpler. A simple calculation shows that if we multiply \( u \) by a scaling factor \( \lambda \) and multiply \( \alpha_A \) and \( \alpha_B \) by \( \lambda^3 \) then the polarizability of the system does indeed scale as \( \lambda^3 \).
He then assumes that \( t \) is further constrained to the following form:

\[
t_{ij} = -\frac{\partial^2 \phi(u)}{\partial u_i \partial u_j}
\]  

(2.77)

Where \( u = (u_1^2 + u_2^2 + u_3^2)^{1/2} \). The motivation of this form is to still consider a dipole as two infinitely close opposite charges, but now the charge charge interaction \( \phi(u) \) is arbitrary, and can correspond to the interaction of smeared charges instead of point charges.

Then using the chain rule and product rule for derivatives along with the fact that \( \partial u_i/\partial u_j = \delta_{ij} \) one can show:

\[
t_{ij} = \left( \frac{1}{u} \frac{\partial u}{\partial r} - \frac{\partial^2 u}{u^2 \partial r^2} \right) \frac{u_i u_j}{u^2} - \frac{1}{u} \frac{\partial u}{\partial r} \delta_{ij}
\]  

(2.78)

The case of \( \phi = u^{-1} \) gives the point dipole tensor:

\[
t_{ij} = \delta_{ij} u^{-3} - 3u_i u_j u^{-5}
\]  

(2.79)

For the case of two dipoles (a diatomic molecule), a repetition of the calculation for the polarizability of the system yields:

\[
\alpha_\parallel = \frac{2}{1 - \phi''} \\
\alpha_\perp = \frac{2}{1 - \phi'/u}
\]  

(2.80)

Here the primes represent derivatives. Thole now assumes that as \( u \to 0 \), then \( \alpha_\parallel = \alpha_\perp \). In other words, when the two atoms overlap, the polarizability of the system is isotropic. Thole then shows that with this constraint, the \( \phi(u) \) potentials must correspond to charge densities which are non-zero at the origin, spherically symmetric, and go to zero at large \( r \). Additionally, because of the way things are normalized, the integral of the charge density must be unity.

If we look at eqn. 2.80 it becomes clear that in order to avoid singularities and unphysical negative solutions, \( \phi'' \) and \( \phi'/u \) must remain less than one. In other words, there is a smoothness condition on \( \phi \) and thus a smoothness condition on the charge density. In the case of more than two atoms, things will become more complicated and there will be more cooperativity, so the derivatives may need to be much less than one. However, Thole reports that in practice keeping \( \phi'' \) and \( \phi'/u \) less than .5 is adequate. (The dipole-dipole interaction drops off quickly, so really large cooperative effects are hard to
achieve.) Thole considered forty different smearing functions and tested them comparing the results with the experimental polarizabilities for sixteen simple molecules.[67]

2.5.2 Dielectric constant and $\varepsilon(\omega)$ for polarizable dipoles

The addition of linear, isotropic polarizability ($\mu = \alpha E$) to a system of dipoles (either point or smeared) adds an additional term to the Hamiltonian of the system. Let us consider out system to consist of particles with a fixed dipole $\mu_0$ and a polarizable dipole $\mu_p$. In addition to the usual energy term $\mu_0 \cdot E$ the polarizable dipoles also have “internal energy”:

$$U_{\text{pol}} = \sum_{i=1}^{N} \frac{\mu_{2\pi i}^2}{2\alpha_i}$$  \hspace{1cm} (2.81)

This can be derived as follows:

$$U = \mu_p \cdot E$$

$$dU = d\mu_p \cdot E = d\mu_p \cdot \mu_p/\alpha$$

$$U = \int_{0}^{\mu_p} \frac{\mu_p}{\alpha} d\mu_p = \frac{\mu_p \cdot \mu_p}{2\alpha}$$  \hspace{1cm} (2.82)

Because of this “internal energy” term, the linear response calculations of section 2.3.2 need to be repeated. The perturbation to the Hamiltonian due to an applied field $E_0$ is :

$$\Delta H = -M \cdot E_0 - \frac{1}{2} E_0 \alpha^{\text{sys}} E_0$$  \hspace{1cm} (2.83)

Here $M$ is the total dipole moment of the system $M = \sum_i^{N} \mu_0^i + \mu_p$ and $\alpha^{\text{sys}}$ is the total polarizability of the system as defined by eqn. 2.74.

The resulting equations for Ewald summation (or $\varepsilon_{\text{RF}} = \infty$) are:

$$\frac{\varepsilon(\omega) - \varepsilon_\infty}{(\varepsilon - \varepsilon_\infty)} = \mathcal{L}[-\dot{\phi}]$$  \hspace{1cm} (2.84)

$$\varepsilon - \varepsilon_\infty = \frac{\langle M^2 \rangle}{3\epsilon_0 k_B TV}$$  \hspace{1cm} (2.85)

$$\varepsilon_\infty - 1 = \frac{\langle \text{Tr}(\alpha^{\text{sys}}) \rangle}{\epsilon_0 V}$$  \hspace{1cm} (2.86)

Where $\mathcal{L}[-\dot{\phi}]$ is the one-sided Fourier transform of the dipole-dipole au-
tocorrelation function (see 2.108, etc). Here we discussed the case of linearly polarizable point dipoles, but a similar situation holds whenever there are internal degrees of freedom which couple to the dipole moment, for instance, with flexibility. For path integral simulation, equation 2.86 no longer holds and requires slight modification. For ab-initio simulation (DFT) calculation of \( \varepsilon_\infty \) appears to be non-trivial and to our knowledge no analog to eqn 2.86 has been derived. One difference is that in the quantum case different terms in \( \Delta \hat{H} \) will not commute when Taylor expanding \( e^{-\beta(H_0+\Delta H)} \), as was assumed here.

Because analysis of \( \langle \text{Tr}(\alpha^{\text{sys}}) \rangle \) requires some work, most authors use the Clausius-Mosotti equation to estimate \( \varepsilon_\infty \), which is known to work very well for most substances:

\[
\frac{\varepsilon_\infty - 1}{\varepsilon_\infty + 2} = \frac{N\alpha}{3V\varepsilon_0}
\]

Neumann shows that the validity of this equation for \( \varepsilon_\infty \) does not change with different boundary conditions. For completeness, we would like to present the analog of eqns. 2.84, 2.85 and 2.86 for the infinite case. Such an expression would be useful for deriving \( g_K \) in the true infinite system with polarization. As mentioned, \( \varepsilon_\infty \) is small, but it is worth investigating how \( g_K \) changes with the introduction of \( \varepsilon_\infty \). As we will see later in the section on mean field theories, the Onsager expression relating \( \varepsilon(0) \) and \( g_K \) is sensitive to \( \varepsilon_\infty \).

One set of equations for the infinite system (or \( \varepsilon_{\text{RF}} = \varepsilon(0) \)) is:

\[
\frac{3\varepsilon(0)(\varepsilon(\omega) - \varepsilon_\infty)}{(\varepsilon(\omega) + 2\varepsilon(0))(\varepsilon(0) - \varepsilon_\infty)} = \mathcal{L}[\dot{\phi}]
\]

\[
\frac{(\varepsilon - \varepsilon_\infty)(2\varepsilon + 1)^2}{3\varepsilon(2\varepsilon + \varepsilon_\infty)} = \frac{\langle M^2 \rangle}{3\varepsilon_0 k_B TV}
\]

\[
\frac{(\varepsilon_\infty - 1)(2\varepsilon + 1)}{2\varepsilon + \varepsilon_\infty} = \frac{\langle \text{Tr}(\alpha^{\text{sys}}) \rangle}{\varepsilon_0 V}
\]

Equations 2.88 and 2.89 were given by Glarum (1960) and equation 2.89 was given independently by Fröhlich (1958). The validity of such expressions (especially eqn. 2.88) was the subject of an extended controversy. Equations 2.88 and 2.89 describe the fluctuations of a spherical sample embedded in a medium with a frequency independent dielectric constant. This is the case in a computer simulation, but is not the case in real materials. Additionally, as was shown by Felderhof, these equations only describe what he calls low-frequency fluctuations and do not properly account for high frequency fluctuations due to polarizability. [71, 72]
<table>
<thead>
<tr>
<th>Expression</th>
<th>$g_K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kirkwood’s equation (eqn. 2.61)</td>
<td>1.7714</td>
</tr>
<tr>
<td>Incorrect polarization equation (eqn. 2.89)</td>
<td>1.7449</td>
</tr>
<tr>
<td>Correct polarization equation (eqn. 2.93)</td>
<td>1.7940</td>
</tr>
<tr>
<td>Kirkwood-Fröhlich expression (eqn. 2.94)</td>
<td>1.0983</td>
</tr>
</tbody>
</table>

To describe the fluctuations of a spherical sample embedded in an infinite medium with the same frequency-dependent dielectric constant, an expression was derived by Fatuzzo & Mason:[73]

$$
\frac{(\varepsilon(\omega) - 1))(2\varepsilon(\omega) + 1)\varepsilon(0)}{(\varepsilon(0) - 1)(2\varepsilon(0) + 1)\varepsilon(\omega)} = \mathcal{L}[-\dot{\phi}] 
$$

(2.91)

The weakness of this equation is that it does not include polarization, hence there is no $\varepsilon_{\infty}$ in the equation. The correct analog for eqn. 2.88 was derived by Wertheim in 1978[74] and the correct analog for eqn. 2.91 was derived by Felderhof.[71, 72] The resulting formulas are:

$$
\frac{(2\varepsilon(\omega) + 1)\varepsilon(\omega) - 1}{3\varepsilon(\omega)} + \frac{(2\varepsilon_{\infty} + 1)\varepsilon_{\infty} - 1}{3\varepsilon_{\infty}} = \mathcal{L}[-\dot{\phi}] 
$$

(2.92)

$$
\frac{(2\varepsilon + 1)(\varepsilon - 1)}{3\varepsilon} + \frac{(2\varepsilon_{\infty} + 1)\varepsilon_{\infty} - 1}{3\varepsilon_{\infty}} = \frac{\langle M^2 \rangle}{3\varepsilon_0 k_B TV} 
$$

(2.93)

These are the exact results describing the fluctuations of a spherical sample embedded in an infinite medium with the same $\varepsilon(\omega)$.[58] A detailed discussion of these equations is given by Madden & Kivelson (1984).[75] I could not find an analogous expression for 2.90. While in retrospect the form of these equations may be intuitive, a rigorous derivation of these results is non-trivial and required the work of many people over several decades.

As a conclusion to this section, we note that it is not uncommon to come across an equation known as the “Kirkwood-Fröhlich” expression (Fröhlich, 1949)[70]

$$
\frac{3(\varepsilon - \varepsilon_{\infty})(2\varepsilon + \varepsilon_{\infty})^2}{3\varepsilon(\varepsilon_{\infty} + 2)^2} = \frac{\langle M^2 \rangle}{\varepsilon_0 k_B TV} 
$$

(2.94)

This is Onsager’s equation (eqn. 3.20) with $\mu^2$ replaced with $g_K\mu^2$. As pointed out by Wertheim, this expression is not rigorously valid, the correct expression being eqn. 2.93.

At this point one may wonder if any of these equations yield a significant difference in $g_K$. We will do a comparison for water with $\varepsilon(0) = 80$, $\varepsilon_{\infty} = 1.8$, $T = 293$ K, $N/V = .0333679\AA^{-3}$ and $\mu = 2.95$. The results are reported
in table 2.5.2. The difference between the correct equation and Kirkwood’s equation is small (1.3 %). For other materials where \( \varepsilon \approx \varepsilon_{\infty} \) the difference can be very significant. The Kirkwood-Fröhlich equation fails here. This is partly because the Onsager equation, on which it is based, assumes \( \mu \) to be the gas-phase dipole. If we use the gas-phase dipole of \( g_K = 1.85 \) then we obtain \( g'_K = 2.7927 \). The prime on \( g_K \) indicates that we are referring to a \( g_K \) factor measured relative to the gas phase dipole, in contrast to the standard convention where \( g_K \) relates to the liquid phase dipole. Attempting to correct for the artificial increase, which accounts for 60% of \( g'_K \) we obtain \( g_K = 1.145 \). These points seem to have been missed by at least one author, who used the Kirkwood-Fröhlich expression to find \( g_K \) and took \( g_K = 2.79 \) to be the true \( g_K \) for water.[76] As we have shown that the “Kirkwood-Fröhlich” expression is not rigorous and gives a result at odds with the correct equation, its use should be discontinued.

2.6 The frequency-dependent dielectric function

Consider a time dependent field \( E(t) \) given by:

\[
E = E_0 \cos(\omega t)
\]  

(2.95)

At low frequencies, the polarization of the material will be in sync with the electric field, but as the frequency is increased, it will start to lag behind. After waiting a sufficiently long time, the electric displacement \( D \) will have the same time dependence, but with a phase lag:

\[
D = D_0 \cos(\omega t - \phi) = (D_0 \cos \phi) \cos(\omega t) + (D_0 \sin \phi) \sin(\omega t) \\
\equiv \varepsilon' E(t) + \varepsilon'' E(t + \pi/2)
\]  

(2.96)

These relations are more easily written using complex notation:

\[
E = E_0 e^{\pm i\omega t} \\
\varepsilon(\omega) \equiv \varepsilon(\omega)' \pm i \varepsilon(\omega)'' \\
D = \varepsilon(\omega) E
\]  

(2.97)

Note that either a plus or minus sign can be chosen in the definition of \( \varepsilon \) which corresponds to whether one chooses \( E_0 e^{i\omega t} \) or \( E_0 e^{-i\omega t} \) to represent the electric
2.6.1 The dielectric response function

The polarization response of a material to an arbitrarily time-dependent electric field $E(t)$ can be described using a response function. To define the response function, one should first consider an electric field which suddenly turns on at time $t_0$:

$$E(t) = E_2 H(t - t_0) \tag{2.98}$$

Where $H(t)$ is the Heaviside step function defined as:

$$H(t) = \begin{cases} 
0 & t < 0, \\
1 & t \geq 0 
\end{cases} \tag{2.99}$$

The polarization will respond as:

$$P(t) = \chi E_2 [1 - \phi(t - t_0)] \quad t > t_0 \tag{2.100}$$

Here $\phi(t)$ can be called the “step-response function” or the “decay function” of the response.\(^4\) In principle many different behaviors are possible for $\phi(t)$ but in all cases we require $\phi(0) = 1$ and $\phi(\infty) = 0$. Now we can consider a block function, which can be considered as the superposition of two step functions:

$$E(t) = E_2 [H(t - t_0) - H(t - t_0 - \Delta t)] \tag{2.101}$$

Likewise, the polarization can be considered as the superposition of the responses to both step functions:

$$P(t) = \chi \epsilon_0 E_2 [1 - \phi(t - t_0) - 1 + \phi(t - (t_0 - \Delta t))] = \chi \epsilon_0 E_2 [\phi(t - t_0) - \phi(t - t_0 + \Delta t)] \tag{2.102}$$

An arbitrary function $E(t)$ can be broken up into a series of blocks, each with width $\Delta t$.

---

\(^3\)I have read that physicists usually use the plus sign, whereas engineers use the minus sign, but I have also seen physicists use the minus sign, so apparently there is no agreement on which sign to use. I prefer the plus sign for simplicity, but admit that I am not 100% consistent in this thesis.

\(^4\)Alternatively, one can consider the case where a constant field $E_2$ is suddenly turned off, in which case the response is simply $P(t) = \chi E_2 \phi(t - t_0)$. 
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In the limit of an infinite number of blocks ($\Delta t \to dt$) we get an integral:

\[
P(t) = \chi\epsilon_0 \int_{t'}^\infty E(t') - \frac{\partial \phi(t - t')}{\partial t} \, dt'
\]

Equation 2.103 contains $\Phi(t - t') = \dot{\phi}(t - t')$ which is the Green function, also called the “pulse-response function”. It is the response function for a delta-function perturbation. Equation 2.103 is often the starting point for such discussions, however, I choose to include both the step-response function $\phi(t)$ and the pulse (delta) response function $\Phi(t)$ in my discussion since both are important. We now take the “Fourier-Laplace transform” (a one-sided Fourier transform) of both sides and use the convolution theorem, yielding the equation

\[
P(\omega) = \chi(\omega)\epsilon_0 E(\omega)
\]

where

\[
\chi(\omega) = \chi(0)\epsilon_0 \int_0^\infty \dot{\phi}(t)e^{-i\omega t} \, dt
\]

Equation 2.104 contains $\Phi(t - t') = \dot{\phi}(t - t')$ which is the Green function, also called the “pulse-response function”. It is the response function for a delta-function perturbation. Equation 2.103 is often the starting point for such discussions, however, I choose to include both the step-response function $\phi(t)$ and the pulse (delta) response function $\Phi(t)$ in my discussion since both are important. We now take the “Fourier-Laplace transform” (a one-sided Fourier transform) of both sides and use the convolution theorem, yielding the equation

\[
P(t) = \chi\epsilon_0 \int_{t'}^\infty E(t')\Phi(t - t') \, dt'
\]

where

\[
\chi(\omega) = \chi(0)\epsilon_0 \int_0^\infty \dot{\phi}(t)e^{-i\omega t} \, dt
\]

It is possible to relate $\phi(t)$ found in eqn. 2.105 to fluctuations in the total dipole moment of the material in equilibrium. The relation is:

\[
\phi(t) = \frac{\langle M(0) \cdot M(t) \rangle}{\langle M^2 \rangle}
\]

Where $M = \sum \mu_i$ is the total dipole moment of the system.

The earliest derivation of this relation comes from Onsager’s “regression hypothesis” (1931).[77, 78]

To get the equation for the dielectric function from we plug eqn. 2.106 into eqn. 2.105 and use the definition $\chi(\omega) \equiv \varepsilon(\omega) - 1$, yielding

\[
\varepsilon(\omega) - 1 = (\varepsilon(0) - 1)\mathcal{L}[\dot{\phi}]
\]

\[
= (\varepsilon(0) - 1)(1 - i\omega)\mathcal{L}[\phi]
\]

$\mathcal{L}[\cdot]$ implies the “Fourier-Laplace” transform:

\[
\mathcal{L}[f] = \int_0^\infty dt e^{-i\omega t} f(t)
\]
Eqn. 2.107 can be seen as a consequence of Callen and Welton’s famous fluctuation-dissipation theorem of 1951. It can also be derived from “Green-Kubo” theory, which was derived in 1954 by Melville S. Green and extended by Ryogo Kubo in 1957. Green-Kubo theory, also called dynamic linear response theory, will not be explained here as it can be found in many textbooks.

2.6.2 The “infinite frequency” dielectric constant

Typically it is hard to take into account the really fast polarization response. In computer simulations, for instance, the output data will have finite time resolution. Experimentally, measuring devices are also limited - they have a maximum frequency they are capable of probing. Typically, this fast response is represented as an instantaneous response Then:

\[ D(t) = \varepsilon_\infty E(t) + \varepsilon_0 P_{\text{electronic}}(t) \] (2.109)

This leads to:

\[ \varepsilon(\omega) - \varepsilon_\infty = (\varepsilon(0) - \varepsilon_\infty) \mathcal{L}[\dot{\Phi}] \] (2.110)

Where we have introduced the “infinite frequency” or “high frequency” dielectric constant \( \varepsilon_\infty \). We have avoided the notation \( \varepsilon(\infty) \), since \( \varepsilon_\infty \) does not literally mean the response at infinite frequency. In any physical system \( \varepsilon(\infty) = 1 \), since no system can respond infinitely fast to an infinitely high frequency. X-ray diffraction data and other high-energy data indicate that the correct limit \( \varepsilon(\infty) = 1 \) is approached in water.\[79\] \( \varepsilon_\infty \) quantifies the response arising from electronic resonances that arises when measurements are made well below them. One often sees the relation \( \varepsilon_\infty = n^2 \), where \( n \) is the index of refraction. It is usually assumed that the index of refraction is measured in the visible range. In this case \( \varepsilon_\infty \approx 1.8 \) for water. This value represents the dielectric increment for electronic response. However, many different values for \( \varepsilon_\infty \) can be found in the literature. In dielectric experiments, one typically is limited to probing in the range of 1 GHz - 1 THz. At these low frequencies, the decrement in the dielectric function from libation, vibration, and electronic response are not measured, so values of \( \varepsilon_\infty \approx 4.5 \) are often found.\[48\] A popular way of “measuring” \( \varepsilon_\infty \) in dielectric experiments is to extrapolate one’s data on a Cole-Cole plot (described below) assuming that it follows a perfect Debye semicircle, for water this yields values around 5.

2.6.3 Kramers-Kronig relation

No discussion of the dielectric function would be complete without a mention of the Kramer-Kronig (KK) relation, which allows one to deduce \( \varepsilon(\omega)'' \)
from complete knowledge of $\varepsilon'(\omega)$ and vice-versa. The KK relation holds whenever the dielectric function is analytic in the upper half plane. Because of the causal nature of $\varepsilon'(\omega)$, the KK relation always holds for local dielectrics (or non-local dielectrics when $k = 0$).[80, 81]

The KK relation can be derived using Cauchy’s theorem from complex analysis. We will not repeat the derivation here as it can be found in many books, such as Jackson, 3rd edition, pg. 333.[47] The KK relation is:

$$\begin{align*}
\varepsilon'(\omega) &= \varepsilon_{\infty} + \frac{1}{\pi} \text{P} \int_{-\infty}^{\infty} \frac{x \varepsilon''(x)}{x - \omega} dx \\
\varepsilon''(\omega) &= -\frac{1}{\pi} \text{P} \int_{-\infty}^{\infty} \frac{\varepsilon'(x) - 1}{x - \omega} dx 
\end{align*}$$

(2.111)

From causality, it holds that $\varepsilon'(\omega)$ is even in $\omega$ while $\varepsilon''(\omega)$ is odd in $\omega$.[47] Thus we can rewrite eqn. 2.111 using the following trick – we multiple the numerator and denominator of both equations by $x + \omega$. For instance, for $\varepsilon'(\omega)$ we get:

$$\begin{align*}
\varepsilon'(\omega) &= \varepsilon_{\infty} + \frac{1}{\pi} \text{P} \int_{-\infty}^{\infty} \frac{x \varepsilon''(x)}{x^2 - \omega^2} dx + \frac{1}{\pi} \text{P} \int_{-\infty}^{\infty} \frac{\omega \varepsilon''(x)}{x^2 - \omega^2} dx \\
\varepsilon''(\omega) &= -\frac{1}{\pi} \text{P} \int_{-\infty}^{\infty} \frac{\varepsilon'(x) - 1}{x^2 - \omega^2} dx 
\end{align*}$$

(2.112)

Because $\varepsilon''(\omega)$ is odd, the second term vanishes. We repeat this procedure for the second equation in 2.111, yielding:

$$\begin{align*}
\varepsilon'(\omega) &= \varepsilon_{\infty} + \frac{2}{\pi} \text{P} \int_{0}^{\infty} \frac{x \varepsilon''(x)}{x^2 - \omega^2} dx \\
\varepsilon''(\omega) &= -\frac{2}{\pi} \text{P} \int_{0}^{\infty} \frac{\omega \varepsilon'(x) - 1}{x^2 - \omega^2} dx 
\end{align*}$$

(2.113)

2.6.4 Theory of absorption / loss

There are several conventions of quantifying loss which are currently used. We know a plane wave moving in one dimension is given by the equation

$$u(x, t) = a e^{ik(x-vt)}$$

(2.114)

As was just mentioned we also know the relations between $k$, the phase velocity $v$ and the dielectric constant $\varepsilon$:[47]

$$v = \frac{\omega}{k} = \frac{1}{\sqrt{\mu \varepsilon}} = \frac{c}{n}$$

(2.115)
Thus we can rewrite our plane wave as

\[ u(x,t) = ae^{iknx - \omega t} \]  

(2.116)

In general, \( \varepsilon \) is complex, thus \( n \) can be complex as well:

\[ k = \beta + i \frac{\alpha}{2} \]  

(2.117)

Here \( \alpha \) is the absorption coefficient.\(^5\) By substituting If we solve this for \( \alpha \) we get the well known relation:

\[ \alpha = \frac{\varepsilon''(\omega)\omega}{cn(\omega)} \approx \frac{\varepsilon''(\omega)\omega}{c} \]  

(2.118)

The approximate only holds if \( n(\omega) \approx 1 \). Ideally, we would like an expression completely in terms of the dielectric function, but doing this requires using the formula \( n = \sqrt{\varepsilon(\omega)} \) and the cumbersome relation:

\[ \sqrt{\varepsilon' + i\varepsilon''} = \sqrt{\frac{|\varepsilon| + \varepsilon'}{2} + i \text{sgn}(\varepsilon'')} \sqrt{\frac{|\varepsilon| - \varepsilon'}{2}} \]  

(2.119)

This yields:

\[ \alpha = \frac{\sqrt{2}\varepsilon''\omega}{c\sqrt{\varepsilon' + \varepsilon''} + 2} \]  

(2.120)

Given the cumbersome nature of 2.120, several other conventions are used to quantify loss. Engineers like to work in terms of the “loss tangent”, which is defined as:

\[ \tan \delta \equiv \frac{\varepsilon''}{\varepsilon'} \]  

(2.121)

The loss tangent is a useful quantity for several reasons. The first is that it equal to the the phase lag of the polarization with respect to the applied field.\(^6\)

---

\(^5\)This is the infrared absorption coefficient, and also the one appearing the Beer-Lambert law

\(^6\)To see this, recall the basic relation \( P = \varepsilon(0)\epsilon_0 E \), with our convention of a complex electric field and complex dielectric constant, \( P = \varepsilon'(\omega)\epsilon_0 E_0(\cos(\omega t) + i \sin(\omega t)) \). The real (physical) part is \( P = \epsilon_0 E_0(\varepsilon' \cos(\omega t) - \varepsilon'' \sin(\omega t)) \). Elementary trig shows this equivalent to \( P = \epsilon_0 E_0 \cos(\omega t - \delta) \)
Secondly, we can substitute the loss tangent into the messy eqn. 2.120 yielding

\[ \alpha = \frac{\sqrt{2}\varepsilon''\omega}{c\sqrt{\varepsilon'(1 + \sqrt{\tan^2 \delta + 1})}} \]  \hspace{1cm} (2.122)

Then, if \( \tan \delta < 1 \), i.e. if the losses are small, then

\[ 1 + \sqrt{\tan^2 \delta + 1} \approx \frac{\tan \delta^2}{2} \]  \hspace{1cm} (2.123)

Substituting this into eqn. 2.122 yields:

\[ \alpha \approx \frac{2\varepsilon''\omega}{c\sqrt{\varepsilon'} \tan \delta} \]  \hspace{1cm} (2.124)

This can be simplified further by assuming \( \tan \delta \approx 1 \), yielding

\[ \alpha(\omega) \approx \frac{2\varepsilon''(\omega)\omega}{c\sqrt{\varepsilon'(\omega)}} \]  \hspace{1cm} (2.125)

### 2.7 Summary of important relations

Relation of the index of refraction \( n(\omega) \) and extinction coefficient \( k(\omega) \) to the dielectric function:

\[ \varepsilon'(\omega) = n^2(\omega) - k^2(\omega) \]
\[ \varepsilon''(\omega) = 2n(\omega)k(\omega) \]  \hspace{1cm} (2.126)

inverse relation:

\[ n(\omega) = \sqrt{\frac{\varepsilon'(\omega)^2 + \varepsilon''(\omega)^2 + \varepsilon'(\omega)}{2}} \]  \hspace{1cm} (2.127)
\[ k(\omega) = \sqrt{\frac{\varepsilon'(\omega)^2 - \varepsilon''(\omega)^2 + \varepsilon'(\omega)}{2}} \]

relation between \( k(\omega) \) and the infrared absorption coefficient, \( \alpha(\omega) \):

\[ \alpha(\omega) = \frac{2\omega k(\omega)}{c} \]  \hspace{1cm} (2.128)

Relation between the reflectance, \( R \), of normally incident light at a vacuum interface and the index of refraction of the material:

\[ R = \frac{(n - 1)^2 + k^2}{(n + 1)^2 + k^2} \]  \hspace{1cm} (2.129)
Chapter 3

Simple mean field theories

In this chapter we will describe three simple mean-field theories and apply each theory to water. These theories are rather crude, but each mean field theory yields insights into how the hydrogen bonding of water effects the dielectric constant of water.

3.1 Debye’s theory

The first theory of the dielectric constant, which is still often cited today, was published by Debye in 1929.[82] The derivation begins by considering the energy of a dipole in an electric field $F$:

$$U = -\mu F \cos \theta$$  \hspace{1cm} (3.1)

where $\mu$ is the dipole moment and $\theta$ is the angle between the dipole and the field. According to Boltzmann’s law, dipoles will have some probability distribution. In spherical coordinates, the differential solid angle is $d\Omega = \sin(\theta)d\theta d\phi$. From Boltzmann’s law, the probability that a dipole will lie on a cone with an angle between $\theta$ and $\theta + d\theta$ from the field is given by:

$$P(\theta) = \frac{e^{\beta \mu F \cos \theta} \sin \theta d\theta}{\int e^{\beta \mu F \cos \theta} \sin \theta d\theta}$$  \hspace{1cm} (3.2)

The average value of $\cos(\theta)$ is given by:

$$\langle \cos \theta \rangle = \frac{\int_0^\pi \cos \theta e^{\beta \mu F \cos \theta} \sin \theta d\theta}{\int_0^\pi e^{\beta \mu F \cos \theta} \sin \theta d\theta}$$

$$= \frac{\int_0^\pi xe^{\beta \mu F x} dx}{\int_0^\pi e^{\beta \mu F x} dx}$$  \hspace{1cm} (3.3)
The numerator can be integrated by parts and the denominator is a trivial integral. The result is:

$$\langle \cos(\theta) \rangle = \coth(\beta \mu F) - \frac{1}{\beta \mu F} \equiv L(\beta \mu)$$ (3.4)

Where $L(x) = \coth(x) - 1/x$ is known as Langevin’s function. In experimental conditions, it is usually the case that $\beta \mu F << 1$. In that case, we can safely expand Langevin’s function using the expansion for $\coth(x)$ and ignore the $1/x$ term, so $L(x) \approx x/3$ Thus we get, for the average dipole polarization per molecule

$$P = \mu \langle \cos \theta \rangle = \frac{\beta \mu^2 F}{3}$$ (3.5)

$\beta \mu^3/3$ is the gas phase polarizability for rigid dipoles. If we add the electronic and distortion polarizations then we get

$$P = N(\alpha + \frac{\beta \mu^2}{3}) F$$ (3.6)

To find the magnitude of the internal field, Debye drew on the work of Lorentz, for this reason, this type of internal field is refereed to a “Lorentz internal field”. He then considered a spherical “cavity” around each molecule, with the same dielectric constant inside as outside. (The only difference between the inside and outside of the sphere are the ways they are considered.) The field experienced by a molecule in the center of this sphere will be due to three separable sources:
1. The “background field”, which is the applied field due to the charges on the plates and the polarization charges on the outer surface of the material.

2. The field due to the polarization on the inner surface of the cavity.

3. The field due to other molecules in cavity

Crucially, Debye assumed that the contribution from (3) was zero, which is not a good assumption for a liquid.\(^1\) The contribution from (2) can be easily calculated, however, using classical electrostatics. Consider the differential element of surface swept out by a cone between \(\theta\) and \(\theta + d\theta\). By symmetry one can see that \(F_y\) and \(F_z\) will be zero. \(F_x\) caused by this differential element will be:

\[
dF_x = \text{area} \times \text{charge density} \times \cos \theta \frac{2\pi r^2 \sin \theta P \cos \theta \cos \theta}{4\pi \epsilon_0 r^2} = \frac{2\pi r^2 \sin \theta P \cos \theta \cos \theta}{4\pi \epsilon_0 r^2}
\]

Here we used the fact that the surface charge density is equal to the normal component of the polarization, \(P \cos \theta\). To find \(F_x\) we integrate over all \(\theta\):

\[
F_x = \int_0^\pi \frac{2\pi}{4\pi \epsilon_0} P_{\text{mol}} \cos^2 \theta \sin \theta d\theta = \frac{P}{3\epsilon_0}
\]

This is the “Lorentz field” (in SI units). The total field is

\[
F = E + \frac{P}{3\epsilon_0}
\]

We now use \(P = (\varepsilon - 1)\epsilon_0 E\) and rearrange the resulting expression to get:

\[
F = \frac{(\varepsilon + 2)}{3} E
\]

Substitution of this into equation 3.6 yields:

\[
\frac{\varepsilon - 1}{\varepsilon + 2} = \frac{n(\alpha + \beta \mu^2/3)}{3\epsilon_0}
\]

\(^1\)However, for dipoles on a cubic lattice, this is a very good approximation. In fact, if one assumes a system of dipoles on a cubic lattice with uniform polarization, the contribution from (3) is exactly zero.\([81]\)
This is Debye’s equation. It is common to see this formula in terms of the molar mass $M$, Avogadro’s number $N_a$ and the density $\rho$ through the relation $n = \frac{m_{tot}}{m_V} = \frac{N_a \rho}{M}$. If we ignore the term from dipolar polarizability in eqn. 3.11 we recover the famous Clausius-Mossotti relation from 1879 (eqn. 2.87). If one substitutes the index of refraction squared in for $\varepsilon(0)$ in the Clausius-Mossotti relation one gets the Lorentz-Lorenz equation (1880), which is essentially the same equation but with a different name.

Now let us consider what happens when $\mu$ becomes very large or $T$ becomes very small.\textsuperscript{[48]} In that case we can disregard the “Clausius - Mossotti part” involving $\alpha$, which will be very small in comparison. We get:

\[
\begin{align*}
\varepsilon - 1 & = \frac{n\mu^2}{9k_B T \varepsilon_0} = \frac{C}{T} \\
\varepsilon - 1 & = \frac{2C}{1 - \frac{C}{T}} \\
\varepsilon - 1 & = \frac{2C}{T - C}
\end{align*}
\] (3.12)

We see there is a singularity when $T = C$. The case of an infinite dielectric constant corresponds to a transition from paraelectric to ferroelectric behavior. In direct analogy with the magnetic case, $C$ is called the electric Curie-Weiss temperature. Here $C \equiv \frac{n\mu^2}{9\varepsilon_0 k_B}$, or $C = 330.8 \mu^2$, where $\mu$ is in Debye. For water, Debye’s theory predicts a ferroelectric Curie point of 1100 K, assuming the gas phase moment $\mu = 1.85$ D. If one uses the liquid phase moment of $\mu \approx 3$ one gets $T = 2970$ K. Furthermore, plugging into 3.11 with $\mu = 3$ D, $\alpha = 0$ at 300K yields $\varepsilon(0) = -1.22$. These calculations show the severe inadequacy of this theory to the liquid phase, due to the neglect of local interactions, which in water are mediated by hydrogen bonds.

### 3.2 Onsager’s theory

Onsager developed a mean field theory very similar to Debye’s in 1936, but with a real cavity with $\varepsilon = 1$ rather than the artificial “cavity” used by Debye.\textsuperscript{[48]} Although Onsager’s theory is a step up from Debye’s and works very well for many dipolar fluids, it is still not a very good theory for water since does not take into account the local influence of hydrogen bonding. For this reason we will not discuss the details of Onsager’s theory and will only report the key results. In Onsager’s cavity the local field can be broken into two parts: the cavity field $G$, which would be produced in an empty cavity by the applied field $E$, and the “reaction field”, $R$ produced by the polarization.
charge induced by the central dipole on the inner surface of the cavity.

The cavity field turns out to be:

\[
G = \frac{3\varepsilon_2 E}{2\varepsilon_2 + 2}
\]  

(3.13)

And the reaction field turns out to be:

\[
R = \frac{2(\varepsilon_2 - 1)\mu}{\varepsilon_0(2\varepsilon_2 + 1)a^3}
\]  

(3.14)

The radius of the cavity \(a\) is defined so that

\[
\rho = \frac{m}{4/3\pi a^3}
\]  

(3.15)

Onsager defines an “internal refractive index” using the Lorentz-Lorenz equation (eqn. 2.87):

\[
\frac{n^2 - 1}{n^2 + 2} = \frac{\alpha}{\varepsilon_0 a^3}
\]  

(3.16)

In the case of water \(n\) should be the refractive index at infrared frequencies \((n = 1.33, 43)\). The reason for taking \(n\) in the infrared range is that \(\alpha\) needs to include the electronic and molecular polarizability, and the molecular polarizability is not active at higher frequencies. The total internal field is

\[
F = \frac{3\varepsilon_2 E}{2\varepsilon_2 + 2} + \frac{2(\varepsilon_2 - 1)\mu}{\varepsilon_0(2\varepsilon_2 + 1)a^3} = AE + \frac{B\mu}{a^3}
\]  

(3.17)
\[ \begin{array}{ccc} \mu & n^2 & \varepsilon(0) \\ 1.85 & 1 & 17.8 \\ 1.85 & 2 & 31.7 \\ 1.85 & 4 & 71.2 \\ 2.95 & 1 & 44 \\ 2.95 & 2 & 79 \\ 2.95 & 4 & 177 \end{array} \]

Table 3.1: Values obtained from eqn. 3.20 at 300K. Onsager’s equation is supposed to take the gas phase dipole as input, and the effective enhancement of the dipole depends strongly on \( n^2 = \varepsilon_\infty \). Onsager’s equation can work remarkably well if the correct value for \( n^2 = \varepsilon_\infty \) is chosen. However, one can see that something fishy is going on by using substituting the correct liquid phase dipole \( \approx 2.95 \) and \( \varepsilon_\infty = 1 \).

The dipole moment will change due to the internal field:

\[
\mu = \mu_0 + \alpha A E + \frac{\alpha B \mu}{a^3} \\
= \frac{\mu_0 + \alpha A E}{1 - \frac{\mu_0}{a^3}}
\]

This equation can be used to relate the gas phase moment of a molecule to its liquid phase moment:

\[
\mu = \frac{\mu_g}{1 - \frac{\mu_0}{a^3}} \\
B = \frac{2(\varepsilon_2 - 1)}{\varepsilon_0(2\varepsilon_2 + 1)}
\]

To apply eqn. 3.19 to water, let’s take \( \varepsilon_2 = 80, \mu_g = 1.8 \) and \( \alpha = 1.596 \times 10^{-40} \). Then we find that \( \mu = 2.4D \). Experiments show it to be closer to 2.95, but overall this formula works fairly well.

Onsager’s equation turns out to be:

\[
\frac{(\varepsilon - n^2)(2\varepsilon + n^2)}{\varepsilon(n^2 + 2)^2} = \frac{\rho_n \mu^2}{9k_B T \varepsilon_0}
\]

Where \( \rho_n \) is the number density. Eqn. 3.20 can be used to estimate the gas phase dipole moments of molecules given only macroscopic observables and historically this was very useful. For water, if we use \( n^2 = \varepsilon_\infty \approx 4.55 \) and \( \varepsilon = 80 \) this yields \( \mu_g = 1.77 \). [48]

As was mentioned, the value of \( \varepsilon(0) \) predicted by Onsager’s model depends
on the value of $n^2 = \varepsilon(\infty)$, which should be taken in the infrared range. If we take $n^2 = 4$ and $\mu = 1.85$ we get $\varepsilon(0) = 71$, a rather reasonable value. Other values are shown in table 3.2. Unlike Debye’s model, Onsager’s model does not predict a ferroelectric phase transition, although it does predict that $\varepsilon(0) \to \infty$ as $T \to 0$.

### 3.3 Kirkwood’s theory

Kirkwood’s theory expanded upon Onsager’s by using a statistical treatment.[21, 48] He begins with a linear response type derivation which is nearly identical to the derivation covered in section 2.3.2, except instead of finding the average total dipole of the system, he wishes to the average component of the dipole of a given molecule $i$ in the direction of the local field $E$. He assumes the local field inside the dielectric is given by Debye’s expression (eqn. 3.10):

$$E = \frac{\varepsilon + 2}{3} E_0.$$  \hfill (3.21)

The result Kirkwood obtains is:

$$\langle \mu_i \cdot \hat{E}_0 \rangle = \frac{\langle \mu_i \cdot M \rangle \beta E_0}{3} = \frac{(\varepsilon + 2)\langle \mu_i \cdot M \rangle \beta E_0}{9}$$  \hfill (3.22)

Where $M$ is the total dipole moment of the sample. Next Kirkwood considers how the average $\langle \mu_i \cdot M(X) \rangle$ can be computed. First one can average over all possible configurations with the molecule $i$ fixed, obtaining an average $\bar{M}$. Next one can average over all the configurations of molecule $i$. Since, as we have been assuming, our sample is uniform and isotropic, the result for

![Figure 3.3: The Kirkwood cavity.](image)
each molecule should be the same except for some molecules at the surface, which can be neglected if the sample is large enough. Thus we can assert that

$$\langle \mathbf{\mu}_i \cdot \mathbf{M} \rangle = \langle \mathbf{\mu}_i \cdot \bar{\mathbf{M}} \rangle$$  
(3.23)

Next, Kirkwood attempts to take into account local interactions around the molecule which is considered fixed. Local interactions will effectively increase or decrease $\mathbf{\mu}_i$. He defines a radius $r_0$ within which the local ordering is confined. At distances larger than $r_0$ the medium is considered homogeneous. The size of the sample, $R$ must be much larger than $r_0$, yet, to capture the local ordering, $r_0$ needs to be quite a bit larger than the molecular dimensions. To capture this, Kirkwood takes a peculiar double limit: $r_0 \to \infty$ and $R/r_0 \to \infty$.

Next, by solving a boundary value problem in electrostatics, (which is actually not completely trivial) he shows that:

$$\bar{\mathbf{M}} = \frac{9\varepsilon}{(\varepsilon + 2)(2\varepsilon + 1)} \mathbf{\hat{\mu}}$$  
(3.24)

To relate $\mathbf{\bar{\mu}}$ to $\mathbf{\mu}$ he introduces a correlation parameter $g_K$:

$$\bar{\mathbf{\mu}} = g_K \mathbf{\mu}$$  
(3.25)

This is the “Kirkwood g-factor” and is equivalent to the average total dipole moment in a spherical volume around a given (fixed) molecule in the absence of any applied field. Now we use eqn. 2.11 defining the dielectric constant along with eqn. 3.21:

$$\varepsilon_0 (\varepsilon - 1) = \frac{P}{E_0}$$

$$= \frac{N\langle \mathbf{\mu}_i \cdot \mathbf{\hat{E}}_0 \rangle}{V E_0}$$

$$= \frac{N(\varepsilon + 2)\langle \mathbf{\mu}_i \cdot \bar{\mathbf{M}} \rangle \beta}{9V}$$  
(3.26)

Now using eqn. 3.24 and eqn. 3.25 we arrive at:

$$\frac{(\varepsilon - 1)(2\varepsilon + 1)}{3\varepsilon} = \frac{ng\mu^2}{3\varepsilon_0 k_B T}$$  
(3.27)

Note that this equation has the same form as eqn. 2.61. If one now includes
a contribution from an intrinsic distortional polarization $\alpha$, one arrives at:

$$\frac{(\varepsilon - 1)(2\varepsilon + 1)}{3\varepsilon} = \frac{n}{3\epsilon_0} \left( \alpha + \frac{g_K\mu^2}{3k_B T} \right)$$

(3.28)

This is called Kirkwood’s equation. In principle this equation is exact for an infinite system, but in practice it may not be possible to calculate $g_K$ a priori. Kirkwood estimated $g_K$ for water using a tetrahedral bonding model, and by doing this he was able to find an approximate value of $\varepsilon$.

### 3.3.1 Application of the Kirkwood equation

Suresh et al. assume a four-site tetrahedral bonding model similar to Kirkwood’s, but where the bonds exist only with probability $P$.\cite{76} In that case the contribution of the $i$th H-bonded shell to $G_K$ is given by:

$$4P^i \cos^2(\theta_{\text{HOH}}/2) \cos(\pi - \theta_{\text{HOH}})^{i-1}$$

(3.29)

In this model the H-bond network is viewed as a “branching tree”, and the presence of loops is completely ignored. Surprisingly, this model of H-bonding works well for both water and ice and the correction from loops is small. Assuming $\theta_{\text{HOH}} = 109^\circ$ and $P = .875$ then this yields $G_K = 2.65$ with contributions of $G_K - 1 = 1.18 + .34 + .09 + .03 + \cdots$. This approach to understanding the dielectric constant of water, coupled with the mean field theory of Onsager, has been shown to reproduce the temperature dependence of $\varepsilon(0)$ (fig 2) using three input parameters - the HOH angle, $\varepsilon_\infty$, and $\mu_{\text{gas}}$ along with two fitting parameters $H$ and $S$.\cite{76,84} This type of theory also predicts the dielectric constant of ice almost perfectly with only the three input parameters (taken from experiment) and no additional fitting.

The success of this model is surprising given that the actual H-bond network in water contains distortions away from tetrahedrality and contains loops. There are also effects from cooperative H-bonding - molecules with four bonds have stronger bonds than those with two or three.

### 3.4 Conclusions

Each of the three mean field theories discussed in this chapter builds on the last. The failure of Debye’s theory shows the importance of local interactions, and how they frustrate the natural tendency of a dipolar system to order. Onsager’s theory is a big step up, and can approximately describe the increase in the dipole moment going from the gas to the liquid. While Onsager’s theory
can reproduce the dielectric constant, it depends sensitively on the choice of $\varepsilon_\infty$. Kirkwood’s theory is actually an exact theory, provided one knows the g-factor $g_K$, which depends on the details of dipolar ordering. Kirkwood’s use of a tetrahedral bonding model yields an approximately correct value for the dielectric constant, and is the basis for our modern understanding of the dielectric constant of water and ice. All three of these theories have time-dependent extensions which can be used to describe $\varepsilon(\omega)$. Such extensions will be discussed in chapter 7.
Chapter 4

Computational methods

“It is generally agreed that the usefulness of measurement results... is to a large extent determined by the quality of the statements of uncertainty that accompany them.” - Dr. John W. Lyons, Director of NIST, Technical Note 1297, 1994

In this chapter we discuss some of the methods of molecular dynamics simulation and analysis which were important for this work. We present a new comparison of different ways of computing the dielectric constant.

4.1 Integrating Newton’s equations

4.1.1 Velocity-Verlet method

There are many possible algorithms one can use to integrate Newton’s equations of motion. Arguably the two most important features we would like an algorithm to have are time reversibility and phase area-preservation (the “symplectic” property). Tuckerman et al. have given a method for systematically developing such algorithms for an arbitrary Hamiltonian.[85] It can be shown algorithms that are symplectic and reversible have long term energy conservation. More specifically, they conserve the energy of a “shadow Hamiltonian” or “pseudo-Hamiltonian”. The difference between the shadow Hamiltonian and real Hamiltonian is small and is on the order of $(\Delta t)^{2n}$ where $\Delta t$ is the timestep and $n$ is the order of the integrator.

To start it is helpful to review the role of the Liouville operator in classical mechanics. The first step is to consider an arbitrary function that depends on the phase space variables. For instance, for a system of $N$ interacting particles, this function will be denoted $f(p, r)$, where we have employed a
shorthand notation where $p$ denotes a vector containing all of the momentum variables and $r$ contains all the position variables in the system.

The time derivative of $f$ is

$$\dot{f} = \frac{\dot{r}}{\partial r} \frac{\partial f}{\partial r} + \frac{\dot{p}}{\partial p} \frac{\partial f}{\partial p} = iLf$$

(4.1)

Where we have defined the Liouville operator:

$$iL \equiv \dot{r} \frac{\partial}{\partial r} + \dot{p} \frac{\partial}{\partial p}$$

(4.2)

The formal solution of 4.1 is:

$$f(p(t), r(t)) = \exp(iLt) f(p(0), r(0))$$

(4.3)

While this equation is a formal solution for any function $f$ so far we have not made the solution of the trajectory any simpler. It is possible however to evaluate the action of the two terms in the Liouville operator separately. The first term,

$$iL_r \equiv \dot{r} \frac{\partial}{\partial r}$$

(4.4)

shifts all the position variables so that

$$\exp(iL_r t) f(p(0), r(0)) = f(p(0), r + \dot{r}(0)t)$$

(4.5)

Similarly, the operator

$$iL_p \equiv \dot{p} \frac{\partial}{\partial p}$$

(4.6)

shifts all of the momentum variables. The action of these two operators together however cannot be evaluated since they do not commute and for non-commuting operators,

$$\exp(A + B) \neq \exp(A) \exp(B)$$

(4.7)

We can use the Trotter formula, however:

$$e^{A+B} = \lim_{P \to \infty} \left(e^{A/2P} e^{B/P} e^{A/2P}\right)^P$$

$$e^{(iL_r+iL_p)t} = \lim_{P \to \infty} \left(e^{iL_pt/2P} e^{iL_r t/P} e^{iL_pt/2P}\right)^P$$

(4.8)
We now define a timestep $\Delta t = t/P$, yielding
\[
e^{(iL_r+iL_p)t} = \lim_{P \to \infty, \Delta t \to 0} \left( e^{iL_p \Delta t/2} e^{iL_r \Delta t} e^{iL_p \Delta t/2} \right)^P
\] (4.9)

Tuckerman, Berne, & Martyna showed that this equation can be used to derive time-reversible numerical algorithms by truncating the expansion to finite $P$ and using a small enough timestep. For finite $P$ we get the following approximation:[86]
\[
e^{(iL_r+iL_p)t} \approx \left( e^{iL_p \Delta t/2} e^{iL_r \Delta t} e^{iL_p \Delta t/2} \right)^P + \mathcal{O}(P\Delta t^3) \] (4.10)

Since $P = t/\Delta t$ the global error is actually proportional to $(\Delta t)^2$.

In this scheme each time step corresponds to applying the operator
\[
e^{iL_p \Delta t/2} e^{iL_r \Delta t} e^{iL_p \Delta t/2}
\] (4.11)

Note that this operator is time symmetric in the sense that if we “move back a timestep” $-\Delta t$ we arrive back where we were:
\[
e^{-iL_p \Delta t/2} e^{-iL_r \Delta t} e^{-iL_p \Delta t/2} e^{iL_p \Delta t/2} e^{iL_r \Delta t} e^{iL_p \Delta t/2} = 1
\] (4.12)

We already know the action of $e^{iL_p \Delta t}$ (a shift in momentum by $\dot{p} \Delta t$) and likewise that the action of $e^{iL_r \Delta t}$ is a shift in position by $\dot{r} \Delta t$). Therefore we can simply “directly translate” 4.11 into an algorithm:

- update the momentum by a half timestep using the forces
- update the positions a full timestep using the momentum
- positions have changed, so recalculate forces
- update the momentum by a half timestep using the forces

### 4.1.2 Multiple timestep (RESPA) method

A benefit of the propagator approach to deriving time-reversible integrators is that it gives rigorous way of introducing multiple timestep integration. For historical reason the method goes by the name “reversible reference system propagator algorithm” (RESPA). Multiple timestep integration is possible when the force on each atom can be broken into “fast varying” and “slow varying” components. Long range forces are usually slower varying than short range forces. Thus we will denote the fast varying forces $F_s$ ($s$ is for short range) and the slow varying forces $F_l$ ($l$ is for long range).
We split the propagator as:

\[ iL = L_r + L_p \]
\[ = \dot{r} \frac{\partial}{\partial r} + F_s(r) \frac{\partial}{\partial p} + F_i(x) \frac{\partial}{\partial p} iL = (L_r + L_s) + L_l \]  

(4.13)

We first perform a Trotter splitting between \((L_r + L_s)\) and \(L_l\) as we did in eqn. 4.14:

\[ e^{iLt} \approx (e^{iL_l \Delta t/2} e^{i(L_r + L_s) \Delta t} e^{iL_l \Delta t/2})^P \]  

(4.14)

We now perform another Trotter splitting between \(L_r\) and \(L_s\):

\[ e^{iLt} \approx (e^{iL_l \Delta t/2} [e^{iL_r \Delta t/2} e^{iL_s \Delta t} e^{iL_r \Delta t/2}]^n e^{iL_l \Delta t/2})^P \]  

(4.15)

where we have defined an inner (fast) timestep \(\delta t = \Delta t/n\).

4.2 The TTM series of models

We use the polarizable model TTM3-F extensively in this thesis. TTM stands for “Thole type model”, referring to the fact that the dipole moment is smeared (the need for smearing was discussed in section 2.5.1). Each TTM3-F molecule has one polarization dipole. In addition all charges are also smeared. The charges are smeared using the smearing function:

\[ \rho(r) = \frac{1}{\alpha} \frac{3a}{4\pi} \exp \left( -\frac{ar^3}{\alpha} \right) \]  

(4.16)

where \(\alpha\) represents the atomic polarizability. The result of the smearing is shown in figure 4.2, where the smearing functions and equilibrium geometry of TTM3F have been plotted in Mathematica. Of course, the smearing is not directly implemented, but rather the charge-charge, charge-dipole, and dipole-dipole interactions are appropriately modified with smearing functions.

The first TTM model was a rigid model (TTM1-R) used to simulate \(n = 1 - 21\) water clusters and ice, published in 1998 by Burnham, Li, Xanthreas & Leslie.[87] In 2002 TTM1-R was extended first to TTM-2R[88] and then later to TTM2F by Burnham & Xanthreas.[89] TTM2F was subsequently revised slightly to correct a problem with how the charge is redistributed onto the \(m\)-site, resulting in TTM2.1F.[90] TTM3-F was published in 2008 by Fanourgakis & Xanthreas.[17] The biggest difference between TTM2F and TTM3F is that TTM2F contains a polarization dipole on each atom while TTM3F only contains a polarization dipole on the \(m\)-site. More recently Burnham, Anick,
Figure 4.1: Smeared charges, smeared dipole and the total equilibrium charge distribution, plotted by the author in Mathematica.

Figure 4.2: Distribution of the fluctuating charges in TTM3F.
Mankoo & Reiter developed TTM4F, which has a different smearing function and several other significant changes. [68] Imoto et al. (2013) study the IR spectra and HOH bond geometry of TTM3F water & ice. [91] In the view of its creators, one of the standout achievements of the TTM3F model is that it is the only empirical (non ab-initio) model which correctly predicts the decrease in the HOH bond angle in water & ice as compared to the angle found in an isolated water molecule. [91][17]

In place of the 6-10-12 potential used in TTM2F, TTM3F uses the “Buckingham exponential-six” potential:

\[
U_{pair} = \frac{\varepsilon}{1 - 6/\lambda} \left[ \frac{6}{\lambda} \varepsilon^{\lambda(1-\xi)} - \left( \frac{\sigma}{r} \right)^6 \right]
\] (4.17)

The total energy of TTM3F can be decomposed as:

\[
U_{tot} = U_{LJ} + U_{elec} + U_{pol}
\]

\[
U_{elec} = U_{CC} + U_{CD} + U_{DD}
\] (4.18)

Here, the polarization energy is

\[
U_{pol} = \sum_{i=1}^{N} \frac{\mu_i^2}{2\alpha_i}
\] (4.19)

Both TTM2-F and TTM3-F use the potential energy surface (PES) and nonlinear dipole moment surface (DMS) developed by Partridge & Schwenke (PS), which is fitted to high precision ab initio and experimental results. [92] The PS model takes the coordinates of a molecule in and returns the potential energies and and effective charges, which are denoted \(\{q^H_1, q^O, q^H_2\}\). However, because the PS PES & DMS were designed for the water monomer, they do not accurately reproduce the liquid PES & DMS, predicting a homolytic (non-charged) dissociation, rather than the charged (ionic) dissociation known to occur in the liquid. [17] In the face of this worrisome feature threatening to derail its use in the liquid, Fanourgakis & Xantheas proceeded to correct it by introducing two linear fitting parameters, \(d_r\) and \(d_\theta\) to be added to the output:

\[
\hat{q}^H_1 = q^H_1 + d_r(r_{OH1} - r_{eq}) + d_\theta(\theta - \theta_{eq})
\]

\[
\hat{q}^H_2 = q^H_2 + d_r(r_{OH2} - r_{eq}) + d_\theta(\theta - \theta_{eq})
\]

\[
\hat{q}^O = -\hat{q}^H_1 - \hat{q}^H_2
\] (4.20)

These effective charges now need to be re-distributed from \(\{O, H1, H2\}\) to \(\{\)}
M, H1, H2}. This is done via:[17]

\begin{align*}
\tilde{q}_{H1} &= \tilde{q}^{H1} - \frac{\gamma}{2(1 - \gamma)} \tilde{q}^{M} \\
\tilde{q}_{H2} &= \tilde{q}^{H2} - \frac{\gamma}{2(1 - \gamma)} \tilde{q}^{M} \\
\tilde{q}_{O} &= -\tilde{q}_{H1} - \tilde{q}_{H2}
\end{align*}

(4.21)

This effective charge redistribution scheme is repeated each timestep. The use of the DMS means the charges fluctuate, which can be considered an additional source of polarization in the model, in addition to the polarization dipole. However we measured the charge fluctuations to be small (only ±2% at 300 K). We determined that the contribution to the dipole fluctuation from charge fluctuation is about 4 times smaller than the contribution from the polarization dipole at 300 K.

During each timestep the intramolecular forces on the each atom are also calculated from the PS PES & DMS. In the code this is done in the routine “nasa.f90” (the work was done at the NASA Ames Research Center). The calculation of the forces on each atom from the PES is cumbersome but straightforward - details can be found in the appendix of ref. [89].

1. Call PS potential energy and dipole moment surface, get charges and intramolecular energies & forces
2. Calculate intermolecular VdW and electrostatic interactions
3. Calculate charge-charge long range Ewald contribution to energies & forces
4. Solve the matrix equation for the induced dipoles (eq. 2.70) using an iterative technique
5. Calculate dipole-dipole interaction and charge-dipole energies & forces
6. Calculate dipole-dipole and charge-dipole self energies & forces
7. Calculate dipole-dipole long range Ewald contribution to energies & forces
8. Add on a long range VdW correction factor to the total energy
9. Return total energy and forces and dipole moment for each molecule
<table>
<thead>
<tr>
<th>Thermostat</th>
<th>$\tau$ (ps)</th>
<th>Length (ns)</th>
<th>P (bar)</th>
<th>$\varepsilon(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nosé-Hoover</td>
<td>.01</td>
<td>9</td>
<td>1264</td>
<td>52.5±.5</td>
</tr>
<tr>
<td>Nosé-Hoover</td>
<td>1</td>
<td>10</td>
<td>1260</td>
<td>53.1±.5</td>
</tr>
<tr>
<td>Nosé-Hoover</td>
<td>100</td>
<td>9</td>
<td>1265</td>
<td>53.6±.5</td>
</tr>
<tr>
<td>Berendsen</td>
<td>.01</td>
<td>9</td>
<td>1261</td>
<td>54.0±.6</td>
</tr>
<tr>
<td>Berendsen</td>
<td>1</td>
<td>9</td>
<td>1265</td>
<td>53.8±.6</td>
</tr>
<tr>
<td>Berendsen</td>
<td>100</td>
<td>10</td>
<td>1367</td>
<td>53.6±.4</td>
</tr>
</tbody>
</table>

Table 4.1: Test thermostating runs at 300 K performed with 512 TIP4P.

### 4.3 Test for artifacts from thermostating

Gerben et al. claim that changing from a Berendsen to a Nosé-Hoover thermostat results in an increase in $\varepsilon(0)$ of 5%.\[93\] To see if thermostating has any effect on $\varepsilon(0)$ and $\varepsilon(\omega)$ a series of simulations were run at 300 K with 512 TIP4P molecules using Berendsen and Nosé-Hoover thermostats with time constants of $\tau = .01, 1, and 100$ ps. It was observed that all of the simulations maintained their temperatures properly and yielded $\varepsilon(0)$ which were equivalent within their errors (table 4.1). No systematic dependence of $\varepsilon(0)$ on $\tau$ was discernible, nor was there any discernible difference between the Berendsen & Nosé-Hoover techniques. The previously reported discrepancy of 5% is likely attributable to improper convergence as their simulations were only 8 ns.\[93\] When comparing $\varepsilon(\omega)$ for these simulations no noticeable differences were observed even with $\tau = .01$ ps.

Even though thermostating had no effect on $\varepsilon(0)$ or $\varepsilon(\omega)$ it was noticed that the presence of a thermostat did increase the time required for proper convergence compared to an NVE simulation. This is not surprising, especially for the Berendsen thermostat which periodically rescales the velocities of molecules, interrupting cooperative fluctuations in $M$.

### 4.4 Box size dependence

Whenever one does a computer simulation one should always consider the possibility of finite size effects, especially when using periodic boundary conditions to simulate a non-periodic system. For a system of dipoles on a cubic lattice with PBC and Ewald summation it has been shown that $\varepsilon(0)$ approaches the proper thermodynamic limit from below as $N^{-2/3}$.\[94\] To see if this is the case in water we ran a series of 20 ns TIP4P simulations at 300 K with 16, 64, 256, 512 and 1000 molecules (fig. 4.3). There was no difference in $\varepsilon(0)$
between 512 and 1000 molecules, suggesting 512 is adequate. The convergence does not follow the $N^{-2/3}$ law, but the system appeared to be approaching the thermodynamic limit from below as expected.

### 4.5 Comparison of three methods for calculating $\varepsilon(0)$

Calculating the dielectric constant of water requires a lot of simulation time, making it difficult to compute with DFT simulation. Even in the case of classical MD, many studies in the literature (especially prior to 2000) do not allow enough time for adequate convergence (ie. to within 10%).\cite{64} The long convergence times required for water are in contrast to non-hydrogen bonding liquids, such as acetonitrile, where $\varepsilon(0)$ converges in less than 1 ns using the linear response equation.\cite{95} The presence of hydrogen bonding slows down dipolar fluctuations and leads to longer convergence times. On the other hand, as shown in section 4.4, the box size dependence of the dielectric constant is rather small, which is advantageous for DFT. Previous DFT studies that looked at the dielectric constant used either 64 or 32 molecules. Here we compare several methods of computing $\varepsilon(0)$ and quantify the error for 64 molecules by running many simulations with TIP4P/2005. Using 64 water molecules results in an $\varepsilon(0)$ which is artificially , but only by $\approx 5$ percent.

Using the traditional linear response equation, the time required for con-
Figure 4.4: Convergence of $\varepsilon(0)$ for 512 TIP4P/2005.

Convergence varies dramatically with temperature from 1 - 2 ns at 400 K to 100+ ns at 220 K, as shown in fig. 4.5. Thus, using higher temperatures (ie 350 - 450 K or even higher) can greatly reduce the computational time required to test the accuracy of various functionals.

4.5.1 Method I: linear response equation

Recall the linear response equation for Ewald summation (eqn. 2.62):

$$\varepsilon(0) - \varepsilon_\infty = \frac{1}{3k_B\epsilon_0 TV} \left( \langle M^2 \rangle - \langle M \rangle^2 \right)$$

$$M = \sum_i^n \mu_i$$

(4.22)

It is well known that $\varepsilon(0)$ calculated using eqn. 4.22 converges rather slowly. At 300K at least 10 ns are required to yield a value of $\varepsilon(0)$ that is within % 5.[96] The errorbar is best quantified by doing multiple runs and looking at the variance as a function of time, rather than by looking at the running average of a single run. We average 10 simulations of TIP4P/2005 and show the error as a function of time for a 100 ps runs and 50 ns runs are shown in figures. 4.5 and 4.6.
Figure 4.5: Running average for $\varepsilon(0)$ using eqn. 4.22 for 64 TIP4P/2005 at 298 K. Ten simulations were run and the combined running average and standard deviation (yellow) of the runs is shown.

Figure 4.6: Same as figure 4.5 but showing 50 ns. Well converged values can be obtained in 10 ns.
4.5.2 Method II: Kirkwood g-factor

To see the dependence of $\varepsilon(0)$ on dipolar correlation it is useful to recast equation 4.22 as:

$$\varepsilon(0) - \varepsilon_\infty = \frac{N\mu^2}{3k_B\varepsilon_0 TV} G_K$$

(4.23)

Here $G_K$ is the finite system Kirkwood g-factor (see section 2.4). $G_K$ can be calculated as:

$$G_K = \frac{\sum_{i,j} \mu_i \cdot \mu_j}{N \langle \mu^2 \rangle}$$

(4.24)

This is equivalent to the integral:

$$G_K(r) = 1 + 4\pi \rho \int_{\text{box}} h_\Delta(r') g_{OO}(r') r'^2 dr'$$

(4.25)

Here $h_\Delta(r)$ gives the average cosine between two dipoles at radius $r$ and $g_{OO}$ is the normal oxygen-oxygen radial distribution function. Note that domain of integration is the entire box.\(^1\)

As shown in figures 4.7 and 4.8 the integration equation should be preferred as it yields a lower error.

Based on these results, somewhat suprisingly, the calculation of $\varepsilon(0)$ to within 5 - 10 percent seems possible with a 20 ps DFT simulation.

The averaging time required to calculate $\varepsilon(0)$ varies with temperature, as can be seen in figures 4.9 (330 K) and 4.10 (370 K)

\(^1\)Expressions with an integral over a spherical volume appear in the literature[97] but are incorrect.
Figure 4.7: Running average of $\varepsilon(0)$ over ten runs calculated from the Kirkwood G-factor (eqn. 4.24).

Figure 4.8: Running average of $\varepsilon(0)$ at 298 K over ten runs calculated from the Kirkwood G-factor found using the integration method (eqn. 4.25). Interestingly, this method converges faster.
Figure 4.9: Running average of $\varepsilon(0)$ at 330 K over ten runs calculated from the Kirkwood G-factor found using the integration method (eqn. 6.19).

Figure 4.10: Running average of $\varepsilon(0)$ at 370 K over ten runs calculated from the Kirkwood G-factor found using the integration method (eqn. 6.19).
4.5.3 Method III: applied electric field

The third method we considered is to simply use the defining equation of dielectric constant:

\[ P = \varepsilon_0(\varepsilon(0) - 1)E \]  

(4.26)

This equation is only valid when \( \mu \cdot E \ll k_B T \) since as the electric field increases the response becomes nonlinear (dielectric saturation). We found that the strictly linear regime only holds between 0 - 0.5 V/nm (fig. 4.11). The relaxation time of the system after the field is introduced depends strongly on the strength of the field, as shown in fig. 4.12. Within the linear regime rather long simulations are needed (> 100 ps) to allow for proper relaxation and averaging over the polarization fluctuations of the system. By contrast, at higher electric field strengths (> 1 V/nm) only very short runs (< 10 ps) are needed. Ideally we would like to be able to run several simulations at high electric fields (.5 - 5 V/nm) to extract \( \varepsilon(0) \) with the least amount of simulation time.

The \( P(E) \) curve is well described by the Langevin function:

\[ P(E) = A \left( \coth(BE) - \frac{1}{BE} \right) \]  

(4.27)

The linear term in the Taylor of expansion of the Langevin function is \( AB/3 \), which can be used to find \( \varepsilon(0) \). A better fit to the full data in fig. 4.11 could only be obtained with a 7th order polynomial. The benefit of the Langevin expression is that it has a theoretical motivation and contains only two fitting parameters. Using all of the data in fig. 4.11 we found \( \varepsilon(0) = 51 \) for the Langevin function, \( \varepsilon(0) = 62 \) for the polynomial fit and \( \varepsilon(0) = 52 \) for the linear fit. The actual value is \( \varepsilon(0) = 57 \). In conclusion, it does not appear that this method can be made any more efficient than method II, although it is definitely more computationally efficient than method I.
Figure 4.11: $P$ vs $E$ curve for 64 TIP4P/2005 molecules at 298 K. Each simulation was run for 1 ns to ensure adequate convergence of all the points.

Figure 4.12: Polarization of the box vs time for different electric field strengths for 64 TIP4P/2005 at 298 K. The electric field was in the x-direction so only the x component of the polarization is shown.
4.6 Method of calculating the dielectric function

The dielectric function can be calculated from the total box dipole autocorrelation function \( \Phi(t) \) using eqn. 2.107. Time correlation functions of dynamical quantities are known to converge very slowly.\[^{61}\] For this reason it is essential to fit an exponential to the \( \Phi(t) \) obtained from the simulation in order to properly calculate the long time part when computing \( \varepsilon(\omega) \). To prevent artifacts in \( \varepsilon(\omega) \) due to poor joining of the data and fit we used a cubic spline with a length of \( \approx 1 \) ps. The short time parts (0 - .5 ps) of \( \Phi(t) \) exhibit a rapid decrease and oscillatory behavior due to rapid librational and vibrational motions. To preserve these features, the spline must be started after 5 ps. Even with a spline we found that the joining of the fit introduces noise in \( \varepsilon(\omega) \) in the range \( 10^{13} \) to \( 10^{14} \) Hz. This noise can be reduced by increasing or decreasing the length of the smoothing spline but is hard to eliminate completely. Similar noise appears in the \( \varepsilon(\omega) \) plots of van der Spoel, et al.\[^{64}\]

4.7 Conclusion

In section 4.5 we compared three methods for computing the dielectric constant. Somewhat counter-intuitively, the amount of simulation time required varies significantly depending on the method employed. We found that method II, using the Kirkwood g-factor \( G_K \), requires significantly less simulation time to compute \( \varepsilon(0) \). Convergence to 1% still takes 1+ ns, but convergence to 5% can be done in \( \approx 20 \) ps. Method III, applying an electric field, was less efficient than method II but more efficient than method I, the traditional linear response method. Of the two methods we compared to compute \( G_K \), the integration method was the most efficient. It is therefore no surprise that this was precisely the method used by Sharma, et al.\[^{98}\] to calculate \( \varepsilon(0) \) from DFT simulation, which is one of the only studies to do so. From only 20 ps of simulation with the PBE functional they found \( \varepsilon(0) = 67 \pm 6 \) at 330 K, in agreement with the experimental value of 68 at 330 K. We performed an identical analysis with TIP4P/2005f at 330 K (see fig. 4.9) and found a very similar error bar (\( \pm 8 \) for 20 ps), confirming that their error bar is indeed appropriate. These findings are good news for DFT practitioners and open the door to comparing the dielectric constants of different DFT functionals, something which has not yet been done.

Before closing this chapter we should discuss the recent work of Zhang & Sprik (2015),\[^{144}\] who calculate the dielectric constant at constant dielectric displacement. They criticize method III, since it requires...
carefully fitting the non-linearity of the response. Recall equation 2.12 which says that the longitudinal dielectric susceptibility relates $P$ to $D$. The Debye LST relation (eqn. 7.33) indicates that longitudinal fluctuations are faster than transverse by a factor of $\varepsilon(0)/\varepsilon_\infty$. Since the longitudinal susceptibility at $k = 0$ is related to the dielectric constant, by simulating at constant $D$, in principle one can calculate $\varepsilon$ faster. Such an approach has been discussed by Vanderbilt and others in their development of the modern theory of polarization. Zhang & Sprik show that there is an increase in efficiency, but only a modest one, and not one that justifies the difficulty of implementing their method rather than method II (using $G_k$).[99]
Chapter 5
Comparison of rigid, flexible, & polarizable models

In this chapter we study what the effects of water model geometry, flexibility and polarization are on the dielectric constant & dielectric function. The usefulness of adding flexibility to water models has been investigated before with mixed results,[100, 101, 102, 103, 104] and many polarizable models have likewise been created and investigated.[105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115] Critical comparisons of rigid vs. flexible and/or polarizable models have been done before with a focus on reproducing the density anomaly,[116] IR spectra,[117] water clusters,[118] and H-bond dynamics.[119] To perform our comparison we choose three models with similar geometries - the rigid and flexible versions of TIP4P/2005 and TTM3F, which is flexible and polarizable.

5.1 General overview of water models

Typically empirical models are optimized to reproduce experimental values for easily computable quantities such as the density, enthalpy of vaporization, the location of peaks in radial distribution functions and possibly one or two other variables. These optimizations have led to a considerable range of dielectric constants, as shown in table 5.1. Reparametrization to fix the dielectric constant has been done for SPC/E[96] and TIP4Q.[120] Recently Fennell, et. al. reparametrized the SPC/E model to better reproduce the dielectric constant at 298 K. To do this required increasing the dipole moment about 7%. A similar re-parametrization was done to the TIP4Q model, requiring a 12% increase in dipole moment.[120]
Table 5.1: Dielectric properties for some popular empirical water models at 298/300 K. Where multiple values for something were available, they were averaged. Numbers in parenthesis refer to the estimated error in the last reported digit. The magnitude of the quadruple moment for water is well quantified by the tetrahedral quadrupole moment \( Q_T = 1/2(|Q_{xx}| + |Q_{yy}|). \) [16] The ST2 \( \varepsilon(0) \) value was extrapolated from 373 K. *The experimental value for \( Q_T \) is for the gas phase geometry, as liquid phase quadrupole data from experiment does not seem to be available.

\[
\begin{array}{cccccccccc}
\# & \text{model} & \mu(D) & Q_T(D\AA) & \varepsilon(0) & \varepsilon(0)/\mu^2 & \tau_D (ps) & \tau_s (ps) & q_K & \text{ref} & \text{K}^{-1} \\
1 & uAMEOBA & 1.802 & 2.803 & 76(1) & 122, 123, 124 & 96, 102, 125 & 102 & 127 & \\
 & SSD & 2.35 & 76(3) & & & & & & \\
 & SPC & 2.74 & 1.969 & 65(2) & 12.69 & 11(1) & 5.05 & 2.6 & .09(1) & [126, 127] \\
 & SPC/E & 2.35 & 2.038 & 74(2) & 12.86 & 11(1) & 2.7 & .09(1) & [96, 102, 125, 126] \\
 & MCYna & 2.90 & 2.21 & 8.15 & & & & & \\
 & TIP4P & 2.18 & 2.345 & 51(3) & 10.84 & 6.32 & 19(1) & [128, 132] & \\
 & TIP4P-Ew & 2.32 & 63(9) & 11.68 & & 23(1) & [133] & \\
 & TIP4P/2005 & 2.44 & 81(2) & 13.54 & & 120 & & & \\
 & TIP5P & 2.35 & 1.969 & 94 & 8.95 & 12 & 3.1 & .66 & [17] & \\
 & TMM2F & 2.60 & 78(7) & & & [18] & & & \\
 & TIP5P/Ew & 2.67 & 67 & 9.41 & & 90 & & & \\
 & TMM2F & 2.75 & 1.986 & 94 & 8.95 & 12 & 3.1 & .66 & [17] & \\
 & TMM4F & 2.81 & 72(11) & & & [18] & & & \\
 & TIP5P & 2.29 & 1.505 & 87(5) & 15.63 & 7 & 3.22 & .31(1) & [126, 136, 16, 137] & \\
 & TIP5P-Ew & 2.29 & 92(14) & 17.94 & & .30(1) & [16] & & \\
\end{array}
\]

Table 5.1: Dielectric properties for some popular empirical water models at 298/300 K. Where multiple values for something were available, they were averaged. Numbers in parenthesis refer to the estimated error in the last reported digit. The magnitude of the quadruple moment for water is well quantified by the tetrahedral quadrupole moment \( Q_T = 1/2(|Q_{xx}| + |Q_{yy}|). \) [16] The ST2 \( \varepsilon(0) \) value was extrapolated from 373 K. *The experimental value for \( Q_T \) is for the gas phase geometry, as liquid phase quadrupole data from experiment does not seem to be available.
Figure 5.1: The popularity of various water models, based on a keyword search of journal articles on Google Scholar. The 3-site models TIP3P and SPC/E are predominant in biophysics since they’re slightly more computationally efficient. However, they poorly capture the dielectric properties (and phase diagram) compared to 4-site models.

5.1.1 Sensitivity to water model geometry

The degree of dipole correlation and resulting $\varepsilon(0)$ is extremely sensitive to the equilibrium bond angle $\theta_{\text{HOH}}^{\text{eq}}$ and $r_{\text{OH}}$ distance. These two parameters, along with the hydrogen charge $q_{\text{H}}$ determine the dipole moment and quadrupole moment of the molecule for a three site model. Four and five site models contain additional geometric parameters. In general $\varepsilon(0)$ increases as $\mu^2$ and decreases with an increasing quadrupole moment $Q_T$, which disrupts dipole-dipole correlations.[16] To a very good approximation the quadrupole tensor of water can be represented as a tetrahedral quadrupole (fig. 5.2) of the form

$$Q_T = \begin{bmatrix} -Q_T & 0 & 0 \\ 0 & Q_T & 0 \\ 0 & 0 & 0 \end{bmatrix}$$

(5.1)

Figure 5.2: The linear and tetrahedral quadrupoles.
For a system of hard spheres with point dipoles and point quadrupoles analytic theory shows that the tetrahedral quadrupole is more effective than the linear quadrupole at suppressing dipolar correlations.\[139\] Increasing $r_{\text{OH}}$ increases both the dipole moment and quadrupole moment, leading to only modest increases in $\varepsilon(0)$, since these changes act in opposite directions. Increasing $\theta_{\text{HOH}}^\text{eq}$ decreases the dipole moment and increases the quadrupole moment, both of which act in the same direction to decrease $\varepsilon(0)$. Increasing $\theta_{\text{HOH}}^\text{eq}$ also reduces the degree to which the H-bonded shells contribute to $\varepsilon(0)$ (see eqn. 3.29), which further decreases the dielectric constant. Overall, the differences in dielectric constant between rigid models can be largely accounted for by differences in $\theta_{\text{HOH}}$ and $q_{\text{H}}$.\[125\] It is important to bear in mind that even small changes in $\theta_{\text{HOH}}^\text{eq}$ and $q_{\text{H}}$ can have a larger effect on $\varepsilon(0)$ than the introduction of flexibility or polarizability to a model.

5.2 Details of the simulations that were run

To determine the effect of flexibility we choose to compare the TIP4P/2005 model of Abascal & Vega\[134\] and the TIP4P/2005f model of Gonzalez & Abascal.\[135\] Although its value for $\varepsilon(0)$ is less accurate than other more popular empirical models (like SPC/E or TIP4P) TIP4P/2005 was recently scored as best overall among five popular rigid models.\[128\] In particular, it is better at reproducing the liquid structure, density-temperature curve and phase diagram. Although the value of $\varepsilon(0)$ of TIP4P/2005 is not as good as other models, it more accurately describes the variation of the dielectric constant with temperature (table 5.1).

Our TIP4P/2005 simulations were performed with the GROMACS molecular dynamics package (versions 3.3.3 and 4.5.5).\[140\] All of our GROMACS runs used a Nosé-Hoover thermostat with $\tau = 1$ ps or $\tau = .1$ ps. For rigid simulations we used a timestep of 2 fs and for flexible simulations we used a timestep of .5 fs. The GROMACS simulations with 512 molecules (used for all dielectric constant calculations) employed a Coulomb cutoff of 1.2 nm and a shifted VdW cutoff of 1.1 nm. For the long range part of the Coulomb interaction particle mesh Ewald (PME) was employed.

For a polarizable model we choose the TTM3F model of Fanourgakis & Xantheas, the details of which were discussed in section 4.2.\[17\] It is a four site model, so it has a similar geometry to TIP4P/2005. Our TTM3F runs used a Nosé-Hoover thermostat with $\tau = .1$ ps, a timestep of .5 fs and Coulomb and VdW cutoffs of .7 nm. The VdW cutoff was switched off using the “GROMACS switch”\[141\] and long range VdW corrections to the energy were applied. Ewald summation was used, where the smeared dipoles and charges are
considered as point dipoles and point charges. The polarization dipole was calculated using a convergence tolerance of $10^{-5}$ D per molecule. A fourth order predictor was used to provide the first guess for each iteration, reducing the number of required iterations per timestep from 15 to 2 - 3.

We ran all of our simulations in the NVT ensemble. We decided not to use a barostat largely for simplicity but also to prevent the possibility of the barostat interfering with the dynamics of the system. The NVT ensemble also allows us to analyse the effects from changes in density and effects from changes in temperature separately.

### 5.3 Dielectric constant

Figure 5.3 shows the dielectric constants of the three models. Detailed data is presented in table 5.3. In all cases the errors are calculated by finding the RMS variation of the running value of $\varepsilon(0)$ during the later half of the simulation. To simulate at $\rho = .9$ kg/L, a Parrinello-Rahman barostat was employed to prevent the formation of cavities. The density .9 kg/L is of interest because it is close to the density of low density amorphous ice (LDA). The experimental $\varepsilon(0)$ values along the 1.00 kg/L and 1.20 kg/L isochores shown in fig. 5.3 are taken from the $\varepsilon(0)$ vs. pressure tables developed by Uematsu and Frank.[4] The dependence of $\varepsilon(0)$ on pressure is very close to linear, so a linear extrapolation of the Uematsu & Frank data was used to estimate $\varepsilon(0)$ at 1.2 kg/L. The pressure required to achieve 1.0 kg/L or 1.2 kg/L at different temperatures were taken from the ASME Steam Tables based on the IAPWS-1997 formulation,[142] which are freely accessible at wolframalpha.com. We also plotted experimental data taken along the 1 bar isobar.[1, 2]

At all state points the dielectric constant of TIP4P/2005 is nearly equal to that of TIP4P/2005f. This lack of change should be contrasted with the changes in $\varepsilon(0)$ observed in flexible versions of the SPC model. The flexible model of Wu, Tepper & Wolf (SPC/Fw) yields a dielectric constant which is 23% larger than SPC at STP,[126] and the flexible model of Dang & Pettit (SPC/Fd) yields a dielectric constant which is 54% larger.[102]

In developing TIP4P/2005f, the flexibility was added in a careful manner to ensure that the geometry of TIP4P/2005 was well preserved. The percent differences in the liquid HOH angle and $r_{OH}$ distance are only .26 % and 1 %.[135] In the SPC/Fw model of Wu et al. the flexibility was parametrized specifically to reproduce the experimental $\varepsilon(0)$ and diffusion constant $D_s$. As a result of this SPC/Fw has a smaller liquid phase $\theta_{HOH}^{eq}$ (107.7° vs. 109.47°)

---

1The only other change they made was to make the Leonard-Jones $\sigma$ parameter in TIP4P/2005f a little bit (.002%) smaller.
<table>
<thead>
<tr>
<th>system</th>
<th>$\rho$ (kg/L)</th>
<th>T (K)</th>
<th>P (bar)</th>
<th>length (ns)</th>
<th>$\varepsilon(0)$</th>
<th>% chg</th>
<th>$\tau_D$ (ps)</th>
<th>$\tau_s$ (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>512 TIP4P/2005 1.00</td>
<td>220</td>
<td>1035</td>
<td>120</td>
<td>88 ±3</td>
<td>535</td>
<td>271</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>805</td>
<td>30</td>
<td>76 ±1</td>
<td>125</td>
<td>59</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>270</td>
<td>333</td>
<td>30</td>
<td>63.8±7</td>
<td>26</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>512</td>
<td>30</td>
<td>59.3±4</td>
<td>13</td>
<td>6.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>330</td>
<td>881</td>
<td>10</td>
<td>52.8±3</td>
<td>5.8</td>
<td>3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>370</td>
<td>1452</td>
<td>18</td>
<td>46.7±2</td>
<td>3.2</td>
<td>1.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>1983</td>
<td>18</td>
<td>43.6±1</td>
<td>2.3</td>
<td>1.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>220</td>
<td>6105</td>
<td>60</td>
<td>98.7±2</td>
<td>12.1</td>
<td>76</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>6562</td>
<td>24</td>
<td>93.8±1</td>
<td>23.4</td>
<td>44</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>270</td>
<td>7307</td>
<td>15</td>
<td>78.4±9</td>
<td>22.9</td>
<td>15</td>
<td>8.2</td>
<td></td>
</tr>
<tr>
<td>512 TIP4P/2005 1.2</td>
<td>300</td>
<td>8134</td>
<td>12</td>
<td>72.4±40</td>
<td>22.1</td>
<td>8</td>
<td>4.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>330</td>
<td>9025</td>
<td>10</td>
<td>65.0±3</td>
<td>23.1</td>
<td>7.6</td>
<td>4.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>370</td>
<td>10303</td>
<td>10</td>
<td>57.1±1</td>
<td>22.1</td>
<td>2.7</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>11300</td>
<td>8</td>
<td>52.7±1</td>
<td>20.8</td>
<td>2.0</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>220</td>
<td>1223</td>
<td>100</td>
<td>±2</td>
<td>280</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>795</td>
<td>30</td>
<td>69.8±4</td>
<td>124</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>270</td>
<td>498</td>
<td>20</td>
<td>63.6±7</td>
<td>30</td>
<td>16.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>512 TIP4P/2005 1.00f</td>
<td>300</td>
<td>545</td>
<td>20</td>
<td>58.8±42</td>
<td>12</td>
<td>6.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>330</td>
<td>815</td>
<td>20</td>
<td>51.8±3</td>
<td>5.9</td>
<td>3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>370</td>
<td>1392</td>
<td>20</td>
<td>45.1±1</td>
<td>3.0</td>
<td>1.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>1921</td>
<td>20</td>
<td>42.0±2</td>
<td>2.1</td>
<td>1.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>6680</td>
<td>24</td>
<td>88.8±7</td>
<td>27.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>270</td>
<td>7406</td>
<td>15</td>
<td>75.2±7</td>
<td>18.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>8203</td>
<td>12</td>
<td>70.8±5</td>
<td>20.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>330</td>
<td>9076</td>
<td>10</td>
<td>63.7±4</td>
<td>23.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>370</td>
<td>10325</td>
<td>10</td>
<td>55.3±1</td>
<td>22.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>11309</td>
<td>8</td>
<td>52.3±1</td>
<td>24.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>220</td>
<td>803</td>
<td>137</td>
<td>137±4</td>
<td>143</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>450</td>
<td>43</td>
<td>134±2</td>
<td>108</td>
<td>53</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>270</td>
<td>200</td>
<td>40</td>
<td>108±2</td>
<td>26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>128 TTM3F 1.00</td>
<td>300</td>
<td>150</td>
<td>30</td>
<td>94.4±4</td>
<td>12</td>
<td>5.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>330</td>
<td>312</td>
<td>10</td>
<td>84 ±1</td>
<td>6.4</td>
<td>3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>370</td>
<td>695</td>
<td>27</td>
<td>69.3±2</td>
<td>3.1</td>
<td>1.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>1083</td>
<td>10</td>
<td>61.7±2</td>
<td>2.1</td>
<td>1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>220</td>
<td>5866</td>
<td>30</td>
<td>197±3</td>
<td>34</td>
<td>89</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>6242</td>
<td>19</td>
<td>170±3</td>
<td>26</td>
<td>31</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>270</td>
<td>6808</td>
<td>3</td>
<td>139±2</td>
<td>28</td>
<td>13</td>
<td>6.6</td>
<td></td>
</tr>
<tr>
<td>128 TTM3F 1.20</td>
<td>300</td>
<td>7441</td>
<td>24</td>
<td>124±5</td>
<td>31</td>
<td>6.4</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>330</td>
<td>8083</td>
<td>9</td>
<td>109±5</td>
<td>31</td>
<td>4.0</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>370</td>
<td>9066</td>
<td>10</td>
<td>93.0±3</td>
<td>34</td>
<td>2.3</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>9830</td>
<td>9</td>
<td>83.6±5</td>
<td>35</td>
<td>1.7</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>500</td>
<td>54</td>
<td>68</td>
<td>-1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>270</td>
<td>500</td>
<td>30</td>
<td>63</td>
<td>-1.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>512 TIP4P/2005 .9</td>
<td>300</td>
<td>500</td>
<td>12</td>
<td>55</td>
<td>-6.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>330</td>
<td>500</td>
<td>10</td>
<td>51</td>
<td>-1.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>330</td>
<td>500</td>
<td>30</td>
<td>52.2±2</td>
<td>-0.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>512 TIP4P/2005 .9965</td>
<td>300</td>
<td>-82</td>
<td>2.0</td>
<td>58.3±4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>512 TIP4P/2005 .9581</td>
<td>370</td>
<td>670</td>
<td>5</td>
<td>41.3±5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>512 TIP4P/2005 .9014</td>
<td>450</td>
<td>566</td>
<td>5</td>
<td>33.7±3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000 SPC/E 1.004</td>
<td>300</td>
<td>242</td>
<td>20</td>
<td>71.8±1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Details of the simulations. “% change” refers to the change in $\varepsilon(0)$ from 1.0 kg/L.
and a longer $r_{\text{OH}}$, changes of 1.6% and 4%. This resulted in SPC/Fw having a larger average dipole moment ($2.39D$ vs. $2.275D$ - an increase of 5%). The same is true in SPC/Fd, but to an even greater extent, yielding a dipole of $2.47D$. By contrast the average dipole of TIP4P/2005f is only slightly larger than that of TIP4P/2005 ($2.319D$ vs. $2.305D$ - an increase of .6%). Another difference is that the HOH bending potential in both SPC/Fw and SPC/Fd allow greater flexibility, since the coefficient $K_\theta$ is 14% smaller in both models.

TTM3F has a larger dielectric constant than TIP4P/2005, despite having a slightly larger $\theta_{\text{HOH}}$ angle ($105.13^\circ$ vs $104.52^\circ$), which by itself would decrease the dielectric constant by a few percent.[102] The increase is clearly due to a larger overall dipole moment and greater dipole-dipole correlation (discussed in chapter 6).

Increasing the density increases $\varepsilon(0)$ as can clearly be seen from equation 4.23. Table 5.3 shows the percentage increase in $\varepsilon(0)$ for the three models when the density is increased to 1.20 kg/L. For both rigid and flexible TIP4P/2005 the increase is around 22% at nearly all temperatures. From equation 4.23 one sees that this linear increase with density is consistent with $G_K$ not increasing with density. With TTM3F, the increase is significantly larger than 20%, indicating that $G_K$ increases with density. Although TTM3F overesti-
Table 5.3: Percentage increase in dielectric constant going from 1 kg/L to 1.2 kg/L.

mates this increase when compared to experiment, it captures the temperature dependence of the increase correctly.

5.3.1 Dipole moments

Table 5.4: Average dipole moments and their standard deviations for TIP4P/2005f and TTM3F.

Table 5.3.1 shows the average dipole moments of TIP4P/2005f and TTM3F at several different densities. The increase in going from a density of 1 to 1.2 kg/L is summarized in the last column. The increase in the dipole moment of TTM3F with density is almost completely due to an increase in the polarization dipole. The total dipole vs temperature is plotted in fig. 5.4.
Figure 5.4: Average dipole moments for TTM3F and TIP4P/2005f vs. temperature at a fixed density of 1 kg/L. The bars show the standard deviations of the dipole moment distributions. The addition of polarization leads to a temperature dependent dipole moment, even when the density is fixed.

5.3.2 Temperature derivative of $\varepsilon(0)$

The temperature derivative of $\varepsilon(0)$ is an important quantity which has been largely neglected in studies of water models. The temperature derivative is directly proportional to the change in entropy of the liquid under the application of an electric field.\cite{70}\cite{143} Thus an accurate value of $d\varepsilon(0)/dT$ is important for capturing the change in the entropy (ordering) of the liquid around ions and predicting the solvation free energy of charged species.\cite{143} For this reason $d\varepsilon(0)/dT$ at 298/300K is compared for some popular water models in table 5.1. Interestingly, SPC/E greatly underestimates $d\varepsilon(0)/dT$ while TIP3P overestimates it. SPC/E and TIP3P have a 90% market share in the biophysics community (based on keyword searches of popular biophysics journals using Google Scholar). Of the water models listed, TTM3F most accurately captures the slope at 300 K.

It is also useful to look at the temperature dependence of $G_K$ when comparing the models (see figure 5.5). All three models overestimate the degree of correlation but TTM3F yields the correct monotonic decrease in $G_K$ with increasing temperature, while TIP4P/2005 and TIP4P/2005f show an unphysical increase in $G_K$ with temperature between 240 and 300 K and then little change at higher temperatures. TTM3F exhibits temperature dependence of $\mu$ even at fixed density, as shown in figure 5.4. This is likely the distinguishing factor which allows TTM3F to have a better temperature derivative compared to the other models.
Figure 5.5: $G_K(r)$ for the models at different temperatures, calculated using $\varepsilon(0)(T)$ and $\mu(T)$. The experimental data was calculated using experimental $\varepsilon(0)$[1, 2] using eqn. 4.23 and $\mu = 2.9$.

5.4 Dielectric function

Figure 5.6 shows the real and imaginary dielectric functions. The experimental points between 50 - 33,333 cm$^{-1}$ (1.5 $\times$ 10$^{11}$ - 10$^{15}$ Hz) is derived from index of refraction data using the relation $\varepsilon(\omega) = n^2(\omega)$.[11] Of particular interest is the feature centered at 180-200 cm$^{-1}$ which is most clearly present in $\varepsilon''(\omega)$. Neumann noted that this feature is absent in the dielectric spectra of TIP4P and proposed that it must be due to polarization effects.[132] Raman and FIR spectra of water also show a band between 170-190 cm$^{-1}$.[144, 145, 146, 147] The exact nature of the 180 cm$^{-1}$ Raman band has been the subject of some controversy.[145] The prevailing view is that it is due to the stretching vibrations of nearly-linear hydrogen bonds.\footnote{In support of this view, the 170 cm$^{-1}$ (and 60 cm$^{-1}$ feature) show only small shifts with deuterium substitution (2-3 cm$^{-1}$) and larger shifts (10 cm$^{-1}$) with $^{18}$O substitution.[145]} If the feature at 180-200 cm$^{-1}$ is indeed due to the stretching of hydrogen bonds, then it will only appear in $\varepsilon(\omega)$ if polarization is included, as the geometric dipoles of two H-bonded molecules do not change during H-bond stretching. Indeed, the TTM3F spectrum shows a shallow peak in this region, while the flexible TIP4P/2005 shows nothing. The fact that the TTM3F peak is smaller than experiment makes sense considering that the hydrogens are not polarizable in TTM3F and the only polarization dipole is located on the $m$-site. At high frequencies we see that both TTM3F and TIP4P/2005f do a good job of reproducing the librational resonances and the bending ($v_2$) and symmetric
Figure 5.6: Real part (top) and imaginary part (bottom) of the dielectric spectra at 300 K. The region between 10 to 100 cm$^{-1}$ is plagued by noise from the fitting process.

Figure 5.6: Real part (top) and imaginary part (bottom) of the dielectric spectra at 300 K. The region between 10 to 100 cm$^{-1}$ is plagued by noise from the fitting process.
& antisymmetric modes ($v_1 + v_3$), with TTM3F performing noticeably better in reproducing $\varepsilon''(\omega)$. Using the Clausius-Mossotti equation we calculated $\varepsilon_\infty$ for TTM3F to be 1.76 using the polarizability of the polarization dipole only. The molecular polarizability from flexibility was estimated by calculating the change in dipole due to bending in an electric field oriented along the HOH bisector. For TIP4P/2005f we found $\varepsilon_\infty \approx 1.04$.

## 5.5 Conclusion

Our results indicate that the addition of flexibility to a model, when no other reparameterizations are done, has little effect on the dielectric properties except at high frequencies. The effect of reparameterization of a flexible model, which results in changes to the model geometry, has a larger effect than the flexibility itself. The introduction of polarization, however, does have a significant effect in several regards. Firstly, it introduces significant temperature and density dependence to the the dipole moment resulting in better values for $d\varepsilon(0)/dT$ and $d\varepsilon(0)/dV$. An accurate value for $d\varepsilon(0)/dT$ ensures that the entropy change in an electric field is described accurately, even at fixed temperature. Secondly, polarization causes H-bonding features to appear in the dielectric function, especially the 200 cm$^{-1}$ H-bond stretching and 60 cm$^{-1}$ H-bond bending peaks.
Chapter 6

Dipole-dipole spatial correlation

In the first half of this chapter we discuss different correlation functions that can be used to quantify dipole-dipole spatial correlation. We discuss the presence of artificial enhancement in long range dipole-dipole correlation that arises from the artificial periodicity imposed on the system from the use of periodic boundary conditions and Ewald summation. This artifact, which is usually quite subtle, is largely unknown to most researchers in the field. In the second half of this chapter we calculate various spatial correlation functions and compare several rigid models with our flexible and polarizable models of choice, TIP4P/2005f and TTM3F. We find important differences between polarizable and nonpolarizable models, especially in the temperature dependence of dipole-dipole spatial correlations.

6.1 Introduction

Fully capturing the correlations between molecules requires calculating the full pair correlation function $g(1, 2)$ which has (for a rigid non-linear molecules) seven dimensions - a distance $r$ and three angles for each molecule (for instance, Euler angles). Visualization of this full correlation function has actually been attempted, but the results are not very enlightening unless one is interested in looking at the fine details of the shell structure of water.\[63\] Since seven dimensional spaces are impossible for humans to visualize, some reduction of dimensions is called for. The first obvious reduction is only consider the directions of the dipole moments of the molecules - the resulting function $g_d(1, 2)$ is then five dimensional. As a next step it is possible to expand $g_d(1, 2)$ in terms of either Wigner rotation matrices or spherical harmonics - this is rather complicated, but is necessary to properly compare with some experiments.\[148\] Spherical harmonic correlation functions are also extracted
by Soper (1994) from partial structure factors, allowing for extraction of the density of molecules in the first shell as a function of angle. If we switch to considering the relative orientations between molecules (assume isotropy) and ignore one azimuthal angle, then we can reduce the number of variables to four \((r, \theta_1, \theta_2 \text{ and } \phi)\), which are sufficient to calculate the dipole-dipole interaction energy. Using Matthias & Tavan’s notation, we designate this set of angular variables as \(\Omega \equiv (\theta_1, \theta_2, \phi)\).[5] In their analysis of dipolar correlation Matthias & Tavan use a basis introduced by Wertheim:[150]

\[
S \equiv 1 \\
\Delta \equiv \hat{p}_1 \cdot \hat{p}_2 \\
D \equiv 3(\hat{p}_1 \cdot \hat{r})(\hat{p}_2 \cdot \hat{r}) - \hat{p}_1 \cdot \hat{p}_2
\]

(6.1)

These functions are basis functions under the inner product operator \(\langle \rangle_\Omega\), which is an angular average over \(\Omega\). If Cartesian coordinates are used, then these functions are orthogonal in the sense that \(\langle S\Delta \rangle_\Omega = \langle SD \rangle_\Omega = \langle \Delta D \rangle_\Omega = 0\) but they are not orthonormal (\(\langle S^2 \rangle_\Omega = 1, \langle \Delta^2 \rangle_\Omega = 1/3, \langle D^2 \rangle_\Omega = 2/3\).[5]

### 6.2 1D correlation functions

In this section we introduce several 1D correlation functions. The first we call the “cosine function”, which simply gives the average cosine of the angle between the dipole moments of two molecules as a function of \(r\):

\[
\phi_\Delta(r) = \langle \cos(\theta) \rangle(r) = \frac{1}{N_r} \sum_{i,j}^r \frac{\mu_i \cdot \mu_j}{|\mu_i||\mu_j|} \quad r < r_{ij} < r + \Delta r
\]

(6.2)

The prime on the summation indicates that we do not include \(i = j\). Here \(N_r\) is the number of molecules of molecules found in the shell between \(r\) and \(r + \Delta\). In everything that follows, angle brackets indicate an ensemble average.

Another 1D correlation function is based on the angular part of the interaction energy:

\[
D = 3(\mu_1 \cdot \hat{r})(\mu_2 \cdot \hat{r}) - \mu_1 \cdot \mu_2
\]

\[
\phi_D(r) = \langle D \rangle(r)
\]

(6.3)

The algorithm for calculation of either of these correlation functions would be:

1. create \(n\) distance bins, each with width \(\Delta r\).

2. for each pair of molecules in the trajectory, find either \(\Delta\) or \(D\) and put
the value into the proper distance bin.

3. normalize each bin by the total number of molecules placed in the bin, i.e. find the average for that bin.

Finally, we have introduce what we call the dipole-dipole spatial correlation function:

\[ \phi(r) = \frac{1}{N_{\text{gas}}(r)} \sum_{i,j} \mu_i \cdot \mu_j \quad r < r_{ij} < r + \delta r \]

\[ = \langle \mu_1 \cdot \mu_2 \rangle(r)g_{\text{OO}}(r) \tag{6.4} \]

Here \( N_{\text{gas}}(r) \) is the number of molecules that would be found in a shell of thickness \( \delta r \) at radius \( r \) for a homogeneous “gas” \( (N_{\text{gas}}(r) = 4/3 \pi [(r + \delta r)^3 - r^3]N/V) \).

### 6.3 2D spatial correlation functions

Mathias chose to introduce the following 2-dimensional correlation functions.\(^5\) In their notation:

\[ g_s(r, \theta) \equiv \langle g_d(1, 2)S \rangle \]

\[ h_\Delta(r, \theta) \equiv \frac{\langle g_d(1, 2)\Delta \rangle}{g_s} \]

\[ h_D(r, \theta) \equiv \frac{\langle g_d(1, 2)D \rangle}{g_s} \tag{6.5} \]

These quantities can be averaged over a set of pairs of molecules in the system (for instance, the set of pairs separated by a distance between \( r \) and \( r + \Delta \)) to make correlation functions. In delta function notation:

\[ g_s(r, \theta) \equiv \frac{V}{N^2} \left\langle \sum_{ij} S\delta(r - r_{ij})\delta(\theta - \theta_{ij}) \right\rangle \]

\[ h_\Delta(r, \theta) \equiv \left\langle \sum_{ij} \Delta_{ij}\delta(r - r_{ij})\delta(\theta - \theta_{ij}) \right\rangle \]

\[ h_D(r, \theta) \equiv \left\langle \sum_{ij} D_{ij}\delta(r - r_{ij})\delta(\theta - \theta_{ij}) \right\rangle \tag{6.6} \]

The function \( g_s \) is a two dimensional radial distribution function, \( h_\Delta \) is a two dimensional analog of cosine function and \( h_D \) gives the angular dependence of the energy of interaction (positive \( h_D \) correspond to lower energies).
6.4 2D correlation functions for a point dipole in a homogeneous dielectric continuum

Later, we will want to compare to the case of a point dipole in a homogeneous dielectric media, to gauge how far out the inhomogeneous effects of H-bonding extend. The field produced by a point dipole $p_1$ in a homogeneous dielectric medium with relative dielectric constant $\varepsilon$ is:

$$E(r) = \frac{p_1}{4\pi\varepsilon_0} \frac{3\hat{r} \cdot \hat{p}_1 - \hat{p}_1}{r^3} \quad (6.7)$$

In such a situation the polarization response is isotropic and linear $P(r) = \varepsilon_0 \chi E(r)$ and is:

$$P(r) = \frac{p_1 \chi}{4\pi\varepsilon} \frac{3\hat{r} \cdot \hat{p}_1 - \hat{p}_1}{r^3} \quad (6.8)$$

Obviously, $g(r) = 1$ in this case - in other words, the density of dipoles is fixed through all of space. To make an analogy with water, let us assume that this density is the average density of water molecules. Then the dipole unit vector $\hat{p}_2$ is given by $\hat{p}_2 = \frac{P}{p_1 n}$, where $n$ is the number density. We define:

$$\lambda = \frac{\chi}{4\pi\varepsilon n} \quad (6.9)$$

To calculate $\phi^c_{\Delta}$ and $\phi^D_{\Delta}$ we substitute the above expressions into 6.1. Setting $\hat{r} \cdot \hat{p}_1 \equiv \cos(\theta)$ we get:

$$h^c_{\Delta}(r, \theta) = \frac{\lambda}{r^3} (3 \cos^2 \theta - 1) \quad (6.10)$$

$$h^D_{\Delta}(r, \theta) = \frac{\lambda}{r^3} (3 \cos^2 \theta + 1) \quad (6.11)$$

The angle $\theta_c$ where $h^c_{\Delta}$ changes from positive to negative can be solved for by setting eqn. 6.10 to zero and solving for $\theta$. One finds:

$$\theta_c = \arccos \left( \frac{1}{\sqrt{3}} \right) = \arcsin \left( \sqrt{\frac{2}{3}} \right) \approx 54.74 \text{ deg} \quad (6.12)$$

The correlation function $\phi^c_{\Delta}(r)$ can be found by the appropriate spherical average over $\theta$:

$$\phi^c_{\Delta}(r) = \frac{1}{2} \int_0^{\pi} \frac{\lambda}{r^3} (3 \cos^2 \theta - 1) \sin \theta d\theta = 0 \quad (6.13)$$
We see that the spatial correlation function \( h_c^\Delta(r) \) is zero because the regions of correlation and anti-correlation precisely cancel out in the dielectric continuum case. However, we can focus on the \( \theta = 0 \) direction:

\[
h_c^\Delta(r, \theta = 0) = \frac{2\lambda}{r^3}
\]

(6.14)

The dielectric constant can be related to \( \lambda \) (eqn. 6.9) using \( \chi = \varepsilon - 1 \):

\[
\lambda = \frac{\varepsilon - 1}{4\pi n \varepsilon}
\]

(6.15)

\[
\varepsilon = \frac{1}{1 - \lambda 4\pi n}
\]

Note that using \( \chi_L = 1 - 1/\varepsilon \) we have

\[
\lambda = \chi_L 4\pi n
\]

(6.16)

In their paper Matthias & Tavan show that in water \( h_\perp \) begins to behave like \( h_c^\Delta \) when \( r \) is larger than \( \approx 15\text{Å} \). At these distances they were able to fit their data to \( h_c^\Delta(r; \theta = 0) \) and found that \( \lambda = 2.36 \pm .1\text{Å} \). Substituting \( n = .0333\text{Å}^{-3} \) for water this yields \( \varepsilon = 95.9 \pm 385 \). The actual value is \( 71 \pm 4 \) for SPC/E. Unfortunately there is a very large error because \( \frac{d\varepsilon}{d\lambda} \) becomes very large near \( \lambda 4\pi n = 1 \). In fact, within the error bar for \( \lambda \) given by Mathias & Tavan, the error in \( \varepsilon \) goes to infinity. Therefore, finding \( \varepsilon \) by fitting the correlation function to eqn. 6.13 at large distances and solving for \( \lambda \) does not appear to be a useful method, nor is it clear exactly how rigorous this method is.

### 6.5 Distance dependent Kirkwood function

Perhaps the most physically meaningful measure of dipole correlation is the distance dependent Kirkwood function, since it can be directly related to the dielectric constant via equation 4.23. For a single molecule, \( G_K(r) \) is given by:

\[
G^1_K(r) = \frac{\sum_{j} \mu_i \cdot \mu_j}{\langle \mu^2 \rangle}, \quad r_{ij} < r
\]

(6.17)

Averaged over \( N \) molecules and all timesteps, \( G_K(r) \) becomes:

\[
G_K(r) = \frac{\langle \sum_{i,j} \mu_i \cdot \mu_j \rangle}{N\langle \mu^2 \rangle}, \quad r_{ij} < r
\]

(6.18)
The previous two dipole correlation functions become very small beyond the second shell in water. However, even small correlations beyond the second shell may be important as the number of molecules participating in these correlations grows as $r^2$. The Kirkwood correlation function accounts for this by reporting the total correlation of dipoles in a sphere of radius $r$ normalized only by the dipole moment of the central molecule.

Another way of calculating $G_K(r)$ is from $h_\Delta(r)$:

$$G_K(r) = 1 + 4\pi \rho \int_0^r h_\Delta(r') g_{OO}(r')r'^2 dr'$$ \hspace{1cm} (6.19)

In practice, the calculation of $G_K(r)$ using equation 6.19 is significantly faster than using 6.18.

6.5.1 Axial and equatorial components

Since $h_\Delta^c(r) = 0$, from eqn. 6.19 $G_K^c(r) = 1$ for the homogeneous continuum. However, one can break $G_K(r)$ into axial and equatorial components:

$$G_K(r) = G_K^a(r) - G_K^e(r)$$ \hspace{1cm} (6.20)

The axial component comes from integrating over the region of positive correlation, while the equatorial component comes from integrating over the region of negative correlation. As was just shown, the two regions are separated by a conical surface at an angle of $\theta_c = \arcsin \left(\frac{\sqrt{2}}{3}\right) \approx 54.74\, \text{deg}$. When analyzing these quantities for the homogeneous case, one runs into the issue of the a singularity at $r = 0$. To avoid this singularity we must start the integration at a cutoff distance $r_c$ with $0 < r_c < r$. One arrives at the following equations:

$$G_K^{ac}(r) = 1 + \frac{8\pi}{3\sqrt{3}} \rho \lambda \ln \frac{r}{r_c}$$ \hspace{1cm} (6.21)

$$G_K^{ec}(r) = \frac{8\pi}{3\sqrt{3}} \rho \lambda \ln \frac{r}{r_c}$$ \hspace{1cm} (6.22)

Note that we choose different cutoff radii for the axial and equatorial components. Mathias & Tavan found this to be necessary in order to fit these functions to the simulation data. Changing $r_c$ is equivalent to adding or subtracting an arbitrary constant.\footnote{Technical note: Mathias & Tavan incorrectly refer to these as “integration constants”. They separate part outside the natural log using the log identity $\ln(a/b) = \ln a - \ln b$ but...}
6.6 The artificial enhancement of dipole correlation from periodic boundary conditions

Dipolar interactions are very sensitive to how long range interactions are treated. As we saw in chapter 2, different equations for $\varepsilon(0)$ are required depending on what method is used (eqn. 2.62). Neglect of long range Coulomb interactions leads to severe artifacts - a simple cutoff to the Coulomb interaction leads to the formation of artificial layered phases with layers of dipoles pointing in alternate directions.\cite{151, 152, 5, 153} Strikingly, these layered phases increase in magnitude as the cutoff is increased. Usually, artifacts decrease with increasing cutoff. This fact emphasizes that the dipolar order in water is due to long-range interactions. Using shift or switch functions on the spherical cutoff more or less reduces the layering artifact, but leads to other artifacts. The most popular way to treat long range interactions is particle-mesh Ewald summation (PME), which is capable of exactly treating the long range interactions for a periodic version of the system. However, as pointed out by Mathias & Tavan, even with use of PME there is still an artificial increase in $G_K(r)$. The presence of the artifact is perhaps not surprising since one is imposing periodicity on a non-periodic system.

Electrostatic artifacts from periodic repetition are extremely important for physical chemists who work to calculate the solvation free energy of ions. For a Na$^+$ ion, using Born theory (a simple electrostatic theory that treats water as a dielectric continuum) one finds that to calculate solvation free energy to within .5% accuracy, a sphere of radius 34 nm is required.\cite{154} One must also increase the sphere to remove the perturbation of the water-vacuum boundary, which causes it’s dimension to swell to 35-37 nm. Such a sphere would contain $10^6$ molecules, and it is estimated that with Moore’s law scaling, a processor that could simulate such a system (with classical MD) in one month will not be available until 2045. Thus, physical chemists are stuck with simulating ions in smaller periodically-repeated systems, and correction factors have been developed for use with such simulations.\cite{154} If we replace the sodium ion with a water molecule it is clear that electrostatic artifacts from periodic repetition may have consequences for the simulation of pure water as well.

Dipolar artifacts are most easily seen in the distance dependent Kirkwood factor $G_K(r)$. Locally the PME artifact is quite small, corresponding to a slight enhancement of correlation, but it appears large in $G_K(r)$ since it is integrated. When PME is used, $G_K(r)$ begins to artificially grow beyond a certain point which we found is usually around half the minimum image distance ($r_m = L/2$

\footnote{must retain part of $r_c$ inside the log in order for the log to remain dimensionless.}
for a cubic box). A representative case of this is shown in fig. 6.2. When the reaction field method is used, a large artificial minimum appears in $g_K(r)$ at a distances around $0.8 - 0.9r_m$. These artifacts are obscured because the equations for the dielectric constant (eqn. 2.62) automatically correct for the effect of the artifact. Therefore one may obtain correct dielectric constants using both PME and reaction field, assuming one uses the correct equation. However, one must bear in mind that the dipole correlation in such systems has a small unphysical component. To obtain a physically accurate $G_K(r)$ simulations of at least a few ns should be run in a box containing at least 5,000 molecules to cleanly separate the artifact from the correct (physical) $G_K(r)$, which exhibits features out to $\approx 1.5$ nm.

Mathias & Tavan suggest that this artifact that appears with PME is due to the PME technique. However, a nearly identical artifact appears when using a switched cutoff and no PME. This suggests the artifact is more due to the nearest image cells introduced by periodic boundary conditions, rather than the long range periodicity introduced by PME.

\footnote{The fact this is an artifact should be clear from the fact that it shifts position in proportion to $L$.}

\footnote{In addition to yielding fairly accurate dielectric constants, reaction field also yields reasonable dielectric spectra and relaxation times.[132, 152, 61]}
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Figure 6.1: Dip-dip correlation function for 10,000 TIP4P/2005 at different temperatures. The artificial enhancement of dip-dip correlation causes the function to remain slightly larger than zero at large distances. Note that the artifact is of nearly constant magnitude as a function of $r$.

Figure 6.2: $G_K(r)$ function for a large box of TIP4P/2005 with $L = 9.45$ nm. Estimated error is shown in yellow (RMS fluctuation of last 30% of the averaging time). The axial (red) and equatorial (green) components of $G_K(r)$ are shown. The artifact contributes equally to both components, with the axial component becoming more correlated and the equatorial component becoming less anti-correlated.[5]
### 6.6.1 Dependence of the artifact on box shape

<table>
<thead>
<tr>
<th>Type</th>
<th>Volume</th>
<th>$\frac{V_{\text{ins.}}}{V}$</th>
<th>$\frac{V_{\text{circ.}}}{V}$</th>
<th>Sphericity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cube</td>
<td>$d^3$</td>
<td>.52</td>
<td>2.72</td>
<td>.806</td>
</tr>
<tr>
<td>Truncated octahedron</td>
<td>$\frac{4}{3}\sqrt{3}d^3 \approx .770d^3$</td>
<td>.68</td>
<td>1.46</td>
<td>.909</td>
</tr>
<tr>
<td>Rhombic dodecahedron</td>
<td>$\frac{2}{3}\sqrt{2}d^3 \approx .707d^3$</td>
<td>.74</td>
<td>2.09</td>
<td>.905</td>
</tr>
</tbody>
</table>

Table 6.1: Properties of the three most common box types. $d$ is the distance between lattice points and equals twice the minimum image distance ($d = 2r_m$). $\frac{V_{\text{ins.}}}{V}$ is the ratio of the volume of an inscribed sphere (a sphere with $r = r_m$) to the volume of the polyhedra. $\frac{V_{\text{circ.}}}{V}$ gives the ratio of volume of a circumscribed sphere to the volume of the polyhedra.

Figure 6.3: Three space-filling polyhedra used in simulations. Visualized with Mathematica.

We were interested in seeing if the artifact could be reduced by changing the box shape, or equivalently, the space lattice of Ewald summation. Out of the five types of polyhedra which fill space on a regular lattice in a similarly-situated manner [155] three are frequently used in computer simulation: the cube, truncated octahedron and the rhombic dodecahedron. The cube clearly corresponds to a cubic lattice, whereas the rhombic dodecahedron and truncated icosahedron correspond to the FCC and BCC lattices respectively. It has been hypothesized that the FCC & BCC lattices yield more accurate simulations because they better reproduce the spherical symmetry of liquid water. Some relevant properties of these three polyhedra are summarized in table 6.6.1. Sphericity is a mathematical measure of how spherical a polyhedra is — it is defined as the ratio of the surface area of a sphere with the same volume as the polyhedra to the surface area of the polyhedra. According to the ratio of the circumscribed volume and the sphericity, the truncated octahedron is the most spherical. The rhombic dodecahedron is less spherical but has the advantage of yielding a larger $r_m$ for a given number of molecules. The cube is usually employed for simplicity, although codes for the rhombic dodecahedron and truncated icosahedron PBCs are readily available. [156, 61] The PBC code
Table 6.2: The three large simulations performed to compare the polyhedra. The lattice spacing parameter $d$ was kept nearly identical for comparison. All three simulations had a density of exactly 1.0 kg/L.

<table>
<thead>
<tr>
<th>type</th>
<th># of mol.</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>cube</td>
<td>28178</td>
<td>9.446</td>
</tr>
<tr>
<td>truncated octahedron</td>
<td>21747</td>
<td>9.486</td>
</tr>
<tr>
<td>rhombic dodecahedron</td>
<td>20000</td>
<td>9.459</td>
</tr>
</tbody>
</table>

is shortest for the cube and grows in number of operations for the truncated octahedron and rhombic dodecahedron.\cite{61} Although it has the longest code, the rhombic dodecahedron is often chosen for simulations of biomolecules, as the number of required solvent molecules is reduced due to a high value of $\frac{V_{ins}}{V}$. Additionally we noticed that Mathias & Tavan used a rhombic dodecahedron box and they observed an artifact starting at approximately $0.75 r_m$ in two simulations with $r_m \approx 6.0$ nm (39,999 mol) and $r_m = 4.0$ nm (11,522 mol), in contrast to the artifact we observed in the cube which starts around approximately $0.5 r_m$.

To compare the three polyhedra, we choose to keep the lattice spacing fixed, rather than the number of molecules.

Figure 6.4: $g_K(r)$ functions for the three polyhedra. Overall the three polyhedra exhibit similar artifacts.

The simulations were run for 1 ns with output every 0.2 ps. Figure 6.4 shows $G_K(r)$ for the three types of boxes. The three polyhedra exhibit similar artifacts in $G_K(r)$, all starting around $0.5 r_m \approx 2.4$ nm. The results show that the rhombic dodecahedron has a slightly larger artifact compared to the cube. In retrospect, this can be rationalized by considering that the rhombic
dodecahedron has a smaller longest diagonal. In other words, although the
cube has a highly nonspherical placement of its periodic images, it also has a
longer diagonal along which the periodic images are further spaced.

6.7 1D correlation functions for water

Cosine functions for water computed using our three models are shown in
fig. 6.5. Oxygen-oxygen RDFs are shown for reference to emphasize that the
peaks in the cosine function do not necessarily overlap with the RDF peaks,
since the cosine function does not contain any information about the density of
molecules. We clearly see that TTM3F has much larger correlation, especially
in the first shell.4

The dip-dip correlation function for the different models at 300 K is shown
in figure 6.8. Figures 6.9 and 6.10 show different contributions to the dip-dip
correlation function, including the positive and negative components and (for
TTM3F) the contribution of the induced dipoles.

From inspection of the first peak we see that the first H-bonded shell con-
tributes a large positive component as expected. The region of the second
H-bonded shell (4 - 5 Å) contains both positive and negative contributions. In
such plots it is difficult to distinguish the contributions from H-bonded shells
and non H-bonded shells, since they overlap considerably. It appears that the
first interstitial shell contributes significantly to the minimum at 4 Å.

Figures 6.11 and 6.12 compare the dip-dip correlation functions at different
temperatures for TTM3F and TIP4P/2005f. TTM3F exhibits more dramatic
temperature dependence and a more clearly pronounced 3rd peak. By con-
trast, the third peak is almost non-existent in TIP4P/2005f. The expected
temperature dependence of the dipole correlation is in the expected direction
in TTM3F – ie. enhanced correlation at lower temperatures. This behaviour
is not captured by either TIP4P/2005 or TIP4P/2005f, which shows less cor-
relation in the 2nd shell at lower temperatures.

The polarization dipoles in TTM3F contribute mainly in the first shell,
where they have a large positive component. Beyond that the polarization
dipoles contribute nearly equal positive and negative components which nearly
cancel out. The result is a small positive contribution to the second peak and
almost zero contribution to the third peak.

4Interestingly, the molecules with the smallest H-bonds contribute positively with
TTM3F and negatively with TIP4P/2005. The number of molecules at such small dis-
tances is very small, so it is not clear how significant this result is.
Figure 6.5: $\langle \cos(\theta) \rangle (r)$ for the three models at 300 K. The O-O RDFs (rescaled by a factor of .1) are shown for comparison.

Figure 6.6: Cosine function for 10,000 TIP4P/2005 at different temperatures. Again we see the artifact causing the function to be nonzero at large distances.
Figure 6.7: Cosine function for 128 TTM3F at different densities. Smoothing was applied to remove noise.

Figure 6.8: The dip-dip correlation function defined by equation 6.4. The O-O RDFs (rescaled by a factor of .1) are shown for comparison.
Figure 6.9: Positive, negative and induced components of the dip-dip correlation function for TTM3F.

Figure 6.10: Positive and negative components of the dip-dip correlation function for the rigid (solid) and flexible (dashed) versions of TIP4P/2005. The rigid and flexible curves nearly overlap.
Figure 6.11: Dip-dip correlation function at different temperatures for TTM3F. Dashed lines show the contribution of the polarization dipoles.

Figure 6.12: Dip-dip correlation function at different temperatures for TIP4P2005f.
Figure 6.13: Dip-dip correlation function for 128 TTM3F at different densities, showing the contribution of the induced molecules. Note that while the overall correlation of the first shell decreases with density the induced exhibits non-monotonic behaviour, with greater correlation at 1.00 kg/L compared with 0.88 kg/L.

Figure 6.14: Dip-dip correlation function for 128 TTM3F at different densities, showing the positive (solid) and negative (dashed) components.
6.8 Kirkwood function of water

Simulations of 1,000 molecules were run with TTM3F for 1.8 ns and for TIP4P/2005 and TIP4P/2005f for 8 ns to compute \( G_K(r) \). With 1000 molecules all \( G_K(r) \) data beyond \( \approx 10\text{Å} \) is unphysical. The \( G_K(r) \) data clearly show the relative contributions from different H-bonded shells to \( G_K \) and therefore to the dielectric constant. Flexibility decreases \( G_K(r) \) slightly in TIP4P/2005, which might be due to a weaker H-bond network. On the other hand, TTM3F \( G_K(r) \) exhibits larger \( G_K(r) \) values and displays a more pronounced contribution from the second shell. The third and fourth shells do not contribute to \( G_K \) in any of the models but appear more pronounced in TTM3F. Unlike the continuum case, the equatorial component is correlated (negative) in water out to about 1.2 nm due to the H-bond network (fig. 6.8). In our simulations with 1,000 molecules the equatorial component remains negative even at large distances due to the artifact.

![Figure 6.15: \( G_K(r) \) for 512 TIP4P/2005f at different temperatures exhibiting the wrong temperature dependence in \( G_K(T) \).](image)

Figure 6.15: \( G_K(r) \) for 512 TIP4P/2005f at different temperatures exhibiting the wrong temperature dependence in \( G_K(T) \).
Figure 6.16: $G_K(r)$ functions for the three models showing the axial (dashed) and equatorial (dotted) components. Estimated errors are shown in yellow for TTM3F (the other errors were negligible). All $G_K(r)$ data beyond $\approx 9\text{Å}$ is due to the artifact discussed in section 6.6.

Figure 6.17: $G_K(r)$ function at three different temperatures for 10,000 TIP4P/2005 ($L = 66.11\text{Å}$). The shaded regions show the estimated error. The dipolar ordering becomes longer ranged at lower temperatures, but in the end decreases in magnitude, exhibiting the wrong temperature dependence.
6.9 2D angular correlation function of water

The one dimensional angular correlation functions are useful for measuring the overall correlation in each shell but do not contain any information about the structure within shells. To better understand the structure we use follow the approach of Mathias & Tavan[5] to produce 2D plots. These 2D correlation functions depend on two variables - a radial distance \( r = |\mathbf{r}_{ij}| \) between molecules and the angle \( \theta \), which is the angle between the dipole moment of molecule \( i \) and \( \mathbf{r}_{ij} \). Here \( \theta = 0 \) corresponds to the direction of the dipole moment (axial direction), which is called the “z” axis. The “x” axis lies in the plane perpendicular to the z axis (the equatorial plane).

As we explained in section 6.3 \( g_s(r, \theta) \) is a two dimensional radial distribution function, \( h_\Delta(r, \theta) \) is a two dimensional analog of cosine function and \( h_D(r, \theta) \) gives the angular dependence of the energy of interaction (positive \( h_D \) correspond to lower energies). Figure 6.18 shows a comparison of the 2D correlation functions for TTM3F and TIP4P/2005f. The rigid and flexible versions of TIP4P/2005 are not compared here since they are nearly identical in appearance. Perhaps the most striking thing about these plots is their similarity – differences in magnitude are not very visible here. Several small differences can be observed, however. The first shell in TTM3F is more spread out and thus has a smaller maxima (6.52 vs. 9.35). The TTM3F 2D cosine function exhibits slightly more structure and anti-correlation in the interstitial regions.
Figure 6.18: Comparison of 1000 TIP4P/2005f (left panels) with 1000 TTM3F (right panels). The three 2DRDFs correspond to the 2D O-O RDF (left), the 2D cosine function (middle) and the 2D dipole-dipole energy function (right). Each pixel represents a square histogram bin with $L = .1\text{Å}$.

Figure 6.19: 2D correlation functions for 200 molecules simulated with the VV functional, with dipoles calculated by a simple placement of point charges on each atom. If the dipoles are calculated with TTM3F, the resulting figures are nearly the same.
Figure 6.20: 2D correlation functions for 1000 TTM3F, SPC/E, and TIP3P. (top) 2D O-O RDF (middle) 2D dip-dip function (bottom) 2D energy function.
6.10 Conclusion

Figure 6.21: Bonus figure showing the 2D correlation functions for a large box of 10,000 TIP4P molecules.

In all five of the models presented the dipole correlations resemble a dielectric continuum at distances larger than 1.5 nm, confirming the findings of Mathias & Tavan. We propose that this distance corresponds to the largest possible radius of the polar nanoregions, which will be discussed in the next chapter. Polarization enhances dipole correlation and leads to a more physically accurate change in dipole correlation with temperature. This indicates that *ab initio* molecular dynamics simulation of liquid water will have even more enhancement of dipole correlations. The temperature dependence of the dipole-dipole correlation shows that TTM3F captures the expected increase in correlation in the second and third peaks at lower temperature, while TIP4P/2005 shows the opposite behavior. This problem is reflected in the temperature dependence of $G_K$ which is flat for TIP4P/2005 but experimentally $G_K$ increases at lower temperature. This highlights another reason that the temperature dependence of the dielectric constant is poorly captured by rigid/flexible TIP4P/2005 – in addition to the dipole remaining fixed, the change in the dipolar structure of the liquid with temperature is wrongly captured. This deficiency is not captured with traditional atom-atom RDFs.
Chapter 7

Dielectric relaxation of water

“The treatment of dielectric relaxation and its relationship to molecular phenomena is a subtle subject, one that has been fraught with uncertainty, error, and controversy.” - Harold Friedman & Daniel Kivelson, 1989

7.1 The most commonly used dielectric functions are all related

Recall eqn. 2.110:

\[
\varepsilon(\omega) - \varepsilon_\infty = (\varepsilon(0) - \varepsilon_\infty) \int_0^\infty dt - \dot{\Phi} e^{i\omega t}
\]

Different assumptions about the nature of the correlation function yield to different dielectric functions, which we also call lineshapes in reference to the absorption peaks found in the imaginary part. In this section, we summarize the most commonly used dielectric functions and show how they relate to one another.

Debye

If we assume:

\[
\Phi(t) = \exp(-t/\tau_D)
\]

(7.2)
then we get the Debye equations:

\[ \varepsilon(\omega) = \frac{\varepsilon(0) - \varepsilon_\infty}{1 - i\omega\tau_D} + \varepsilon_\infty \]

\[ \varepsilon(\omega)' = \frac{\varepsilon(0) - \varepsilon_\infty}{1 + (\omega\tau_D)^2} + \varepsilon_\infty \]  \hspace{1cm} (7.3)

\[ \varepsilon(\omega)'' = \frac{(\varepsilon(0) - \varepsilon_\infty)\omega\tau_D}{1 + (\omega\tau_D)^2} \]

### Damped harmonic oscillator

Let us instead assume:

\[ \Phi(t) = f e^{-t/\tau} e^{i\omega_0 t} \]  \hspace{1cm} (7.4)

This assumption yields the dielectric function for the damped harmonic oscillator:

\[ \varepsilon(\omega) = \frac{f\omega_0^2}{\omega_0^2 - \omega^2 - i\omega\gamma} + \varepsilon_\infty \]

\[ \varepsilon(\omega)' = \frac{f\omega_0^2(\omega_0^2 - \omega^2)}{(\omega_0^2 - \omega^2)^2 + \omega^2\gamma^2} + \varepsilon_\infty \]  \hspace{1cm} (7.5)

\[ \varepsilon(\omega)'' = \frac{f\omega_0^2\gamma\omega}{(\omega_0^2 - \omega^2)^2 + \omega^2\gamma^2} \]

### Lorentzian lineshape

We consider the limit where \( \omega \approx \omega_0 \). We define \( \Delta\omega \equiv \omega_0 - \omega \) and then note that \( \omega_0^2 - \omega^2 = (2\omega + \Delta\omega)\Delta\omega = 2\omega\Delta\omega + (\Delta\omega)^2 \). In the limit that \( \Delta\omega \) becomes small, the \( (\Delta\omega)^2 \) term can be disregarded, and \( \omega_0^2 - \omega^2 \approx 2\omega(\omega_0 - \omega) \). Using this approximation, eqn. 7.5 becomes:

\[ \varepsilon(\omega) = \frac{f\omega_0^2}{2\omega(\omega_0 - \omega) - i\omega\gamma} + \varepsilon_\infty \]

\[ \varepsilon(\omega)' = \frac{f(\omega_0^2 + \gamma^2/4)}{\omega_0^2} \frac{(\omega_0 - \omega)}{\omega[(\omega_0 - \omega)^2 + \gamma^2/4]} + \varepsilon_\infty \]  \hspace{1cm} (7.6)

\[ \varepsilon(\omega)'' = \frac{f(\omega_0^2 + \gamma^2/4)}{2\omega_0^2} \frac{\gamma}{\omega[(\omega_0 - \omega)^2 + \gamma^2/4]} \]

This lineshape is often used in IR spectra, because the IR absorption \( \alpha(\omega) \approx \omega \varepsilon''(\omega)/cn \) is Lorentzian. The half width of the Lorentzian lineshape is \( \gamma/2 \)
**Plasma**

Consider the high frequency limit \( (\omega >> \omega_0) \) of eqn. 7.5, and set \( \varepsilon_{\infty} = 1 \). Then one obtains the dielectric function for a plasma:

\[
\begin{align*}
\varepsilon(\omega)' &= 1 - \frac{\omega_p}{\omega^2} \\
\varepsilon(\omega)'' &= \frac{\gamma\omega_p}{\omega^3}
\end{align*}
\] (7.7)

Here we have introduced the plasma frequency \( \omega_p^2 = f\omega_0^2 \). Note that when \( \omega < \omega_p \) the real part of the dielectric function becomes negative. This corresponds to a situation where electromagnetic waves cannot enter the material and are perfectly reflected. Above the plasma frequency, the material becomes transparent.

**Van Vleck-Weisskopf lineshape**

The damped harmonic oscillator is symmetric around \( \omega_0 \). At low frequencies, though, experimental lineshapes become asymmetric. For one thing, the imaginary part of the dielectric function must go to zero as \( \omega \to 0 \), and this is violated in the DHO lineshape. The problem can be traced to the form of the correlation function (eqn. 7.4). The correlation function contains an imaginary part. The appearance of an imaginary part here corresponds to the use of a driving field described by a complex exponential, a common assumption used in derivations that start from the differential equation for the DHO. A more physical correlation function is:

\[
\Phi(t) = fe^{-t/\tau} \cos(\omega_0 t)
\] (7.8)

Using this one obtains:

\[
\begin{align*}
\varepsilon(\omega) &= \frac{f}{2} \left( \frac{1 - i\omega_0 \tau}{1 - i(\omega + \omega_0)^2 \tau} + \frac{1 + i\omega_0 \tau}{1 - i(\omega - \omega_0)^2 \tau} \right) + \varepsilon_{\infty} \\
\varepsilon''(\omega) &= \frac{f}{2} \left( \frac{\omega \tau}{1 + (\omega + \omega_0)^2 \tau^2} + \frac{\omega \tau}{1 + (\omega - \omega_0)^2 \tau^2} \right)
\end{align*}
\] (7.9)

This lineshape was first introduced by Van Vleck and Weisskopf. In contrast to the standard damped harmonic oscillator, the Van Vleck-Weisskopf lineshape is asymmetric with a maximum at \( \omega_{\text{max}} = \sqrt{1 + (\omega_0 \tau)^2}/\tau \). This equation has several nice properties. First of all, the Debye equations are seen to correspond to the case where \( \omega_0 = 0 \). Next, when \( \omega_0 >> 0 \) the usual damped harmonic oscillator equations (eqn. 7.5) are recovered. Seeing this
algebraically is quite tricky. The Van-Vleck-Weisskopf lineshape is really the “master lineshape” in the sense that the Debye, DHO, Plasma, and Lorentz lineshapes are all special cases of it.

**Gaussian lineshape**

For freely rotating molecules (ie. gas phase), Gaussian relaxation is often observed:

$$\Phi(t) = Be^{-(t/\tau)^2} \tag{7.10}$$

Via equation 2.110 this leads to:

$$\varepsilon'(\omega) = (\varepsilon(0) - \varepsilon_\infty)B\sqrt{\frac{\pi}{2}}\omega\tau^2e^{-\frac{1}{4}\tau^2\omega^2} + \varepsilon_\infty \tag{7.11}$$

$$\varepsilon''(\omega) = (\varepsilon(0) - \varepsilon_\infty)B(\tau - \tau^2\omega F(\omega\tau/2))$$

where $F()$ is Dawson’s integral.

### 7.2 More generalized lineshapes

**Broadening: Brendel & Voigt lineshapes**

In amorphous systems, one encounters broad peaks which can not be fit with a standard DHO lineshape. For such cases Brendel & D. Bormann have proposed the following dielectric function:

$$\varepsilon(\omega) = \frac{1}{\sqrt{2\pi}\sigma} \int_{-\infty}^{\infty} e^{-\frac{(\omega - \omega_p)^2}{2\sigma^2}} \frac{\omega_p^2}{\omega^2 - \omega^2 + i\omega\gamma} + \varepsilon_\infty \tag{7.12}$$

this can be calculated analytically in terms of complex error functions, making it easy to evaluate numerically. The Brendel model has similarities with the popular Voigt lineshape which is used in IR spectroscopy to describe Doppler broadening and other sources of inhomogeneous broadening. The Voigt lineshape is obtained by with the exact same assumption of a Gaussian distribution of frequencies, but with the Lorentzian lineshape in the integrand rather than the DHO lineshape.
Relaxation time distributions

It is also possible to describe $\varepsilon(\omega)$ as a sum of Debye relaxations or an integral over a distribution of relaxation times $G(\tau)$:[160]

$$\phi(t) = f \int_0^\infty G(\tau) \exp \left(-\frac{t}{\tau}\right) d\tau$$

$$\varepsilon(\omega) = f \int_0^\infty \frac{G(\tau)}{1 - i\omega \tau} d\tau + \varepsilon_\infty$$

$$\varepsilon(\omega)' = f \int_0^\infty \frac{G(\tau)}{1 + (\omega \tau)^2} d\tau + \varepsilon_\infty$$

$$\varepsilon(\omega)'' = f \int_0^\infty \frac{G(\tau) \omega \tau}{1 + (\omega \tau)^2} d\tau$$

(7.13)

Unfortunately, the extraction of $G(\tau)$ from experimental data on $\varepsilon(\omega)$ or $\phi(t)$ is an ill-posed problem. It is easier to work in terms of $k = 1/\tau$. Then the “obvious” way of calculating $G(k)$ is to take the inverse Laplace transform:

$$G(k) = \frac{1}{2\pi i} \int_\Gamma \Phi(t) \exp((-ikt) dt$$

(7.14)

where $\Gamma$ is a path of integration in the complex plane going from $-i\infty$ to $i\infty$ chosen such that all the singularities in the integrand lie on the left side. Using this approach, simple expressions for $G(\tau)$ (like a Gaussian) result in difficult to evaluate expressions for $\Phi(t)$ and $\varepsilon(\omega)$, and vice-versa. An exception is a distribution in the shape of a rectangle:

$$G(\tau) = g_0[H(\tau - k_1) - H(\tau - k_2)]$$

(7.15)

where $H(k)$ is the Heaviside step function. Then it is easy to confirm that

$$\Phi(t) = \frac{g_0}{t} \left[\exp(-k_1 t) - \exp(-k_2 t)\right]$$

(7.16)

Implementing an inverse Laplace transform numerically is difficult and also not very well defined. An easier way is to use a nonlinear fitting to fit $G(\tau)$ to $\varepsilon(\omega)$ via eqn. 7.13. However, such least-squares fitting is massively undetermined, so many $G(\tau)$ can fit the same data within the error bars of the data. Still, this type of fitting have been used,[161] but better methods exist which force $G(\tau)$ to be smooth using Tichonov regularization.[162, 163, 164, 165, 166] Perhaps the best description of how to perform the regularized deconvolution numerically is given by Macutkevic (2004).[167] Macutkevic et al. (2006) used
their program to find broad distributions of relaxation times in the archetypal relaxor PMN.[168]

Havriliak-Negami function

There are several phenomenological models that are widely used, which can be summarized in what is called the Havriliak-Negami (HN) formula:

\[ \varepsilon(\omega) - \varepsilon_\infty = \frac{f}{[1 + (i\omega \tau_D)^\alpha]^\beta} \]

\[
\begin{align*}
\alpha &\geq 0, \beta \leq 1 \quad \text{HN} \\
\alpha &= 1, \beta = 1 \quad \text{Debye} \\
\alpha &\neq 1, \beta = 1 \quad \text{Cole-Cole} \\
\alpha &= 1, \beta \neq 1 \quad \text{Cole-Davidson}
\end{align*}
\] (7.17)

For completeness, we reproduce the real and imaginary parts here, although the result is cumbersome:[169]

\[ \varepsilon'(\omega) = \frac{\cos(\beta \phi)}{1 + 2(\omega \tau)^\alpha \sin(\pi/2(1 - \alpha)) + (\omega \tau)^{2\alpha}\beta/2} + \varepsilon_\infty \] (7.18)

\[ \varepsilon''(\omega) = \frac{\sin(\beta \phi)}{1 + 2(\omega \tau)^\alpha \sin(\pi/2(1 - \alpha)) + (\omega \tau)^{2\alpha}\beta/2} \]

where

\[ \phi = \arctan \left( \frac{(\omega \tau)^\alpha \cos(\pi/2(1 - \alpha))}{1 + (\omega \tau)^\alpha \sin(\pi/2(1 - \alpha))} \right) \] (7.19)

Note that \( \alpha \) is a “stretching exponent” since it “stretches” \( \tau \) in exactly the same way as \( \beta \) does in the stretched exponential. This had lead many authors to speculate that there is a relation, perhaps even an equivalence, between the stretching exponent \( \beta \) and the exponents \( \alpha \) and \( \beta \) in the HN expression. The necessary inverse-Laplace transform to obtain \( \Phi(t) \) from eqn. 7.17 is difficult to compute. Hilfer (2002) performed the necessary calculation and showed that \( \Phi(t) \) must be expressed in terms H-functions, which are in turn defined by contour integrals on the complex plane.[170] Hilfer also showed that there is no simple relation between the stretched exponential and HN relation, and that previous empirical work describing such a relation is not mathematically valid. The distribution \( G(\tau) \) can be calculated analytically for NH relaxation.[169] The distribution is qualitatively similar to the distribution for stretched exponential relaxation.[169] In the case of Cole-Cole relaxation, \( G(\tau) \) is symmetrical and can be approximated by a Gaussian function. In the case of Cole-Davidson relaxation, the distribution is asymmetric.
Power law “universal” relaxation

Although Debye relaxation describes the observed $\varepsilon(\omega)$ very well around the loss peak, in a very large class of complex materials it fails to give the correct description of the high frequencies and low frequency “wings”. These wings are described by power laws, as was pointed out by Jonscher:[171]

$$\varepsilon(\omega)' \propto \varepsilon(\omega)'' \propto \omega^m \quad 0 < m < 1 \quad \text{at low frequencies} \quad (\omega \ll 2\pi\tau_D^{-1})$$

$$\varepsilon(\omega)' \propto \varepsilon(\omega)'' \propto \omega^{-n} \quad 0 < n < 1 \quad \text{at high frequencies} \quad (\omega \gg 2\pi\tau_D^{-1}) \quad (7.20)$$

In contrast the Debye expression gives $m = 2$ for $\varepsilon(\omega)'$ and $m = 1$ for $\varepsilon(\omega)''$ in the low frequency case and $n = 2$ for $\varepsilon'(\omega)$ and $n = 1$ for $\varepsilon''(\omega)$ in the high frequency case. These power law wings were coined “universal relaxation laws” by Jonscher because of their presence in an extremely diverse set of complex materials (metals, polymers, aqueous solutions, etc).[171] Attempts to explain this type of non-Debye behavior in terms of a general theory have so far been unsuccessful. However, one similarity that such systems share is the presence of moving charges or rotating dipoles which are “hopping” over barriers of different heights.[171] In small water clusters, MD simulation shows $\varepsilon \propto 1/\omega$, reflecting the complex energy landscape of the hydrogen bond network.[172]

Debye function with power law tail

In the context of studying the Debye peak in water-glycerol mixtures, Punkenko, et. al. introduce the following dielectric function:[173]

$$\varepsilon(\omega) = \frac{f[1 + f(\omega)]}{(1 + i\omega\tau_D)^{\beta}} + \varepsilon_{\infty}$$

where

$$f(\omega) = \begin{cases} 0 & \text{if } \omega < \omega_c \\ A(\omega\tau)^q & \text{if } \omega > \omega_c \end{cases}$$

(7.21)

A cutoff frequency $\omega_c$ is required, since otherwise this expression violates the Kramers-Kronig relations. In practice, we found this cutoff could be set to the lowest frequency being analyzed – in other words, one can ignore the cutoff. Putting the cutoff on at the center of the Debye peak results in an unphysical discontinuity in the fit function. The interpretation of $A$ and $q$ is not clear.
7.2.1 Power law relaxation

Let us consider for a moment a relaxation function described by a power law.

\[ \Phi(t) = At^{-n} \] (7.22)

This ansatz is not crazy, since powerlaw terms are often found in the correlation functions of systems exhibiting self-similarity.\(^1\) Eqn. 7.22 is known as Curie-von Schwiedler relaxation, proposed by Curie in 1889 and von Schwiedler in 1907, making it even older than the Debye relaxation law of 1912. If one tries to substitute this into equation 7.1 for \( \varepsilon(\omega) \) one finds that the integral does not converge for \( n > 0 \). The case \( n < 0 \) is clearly unphysical. What is the \( G(\tau) \) distribution for eqn. 7.22? It is:

\[ G(k) = \frac{A\tau^{n-1}}{\Gamma(n+1)} \] (7.23)

This is non-normalizable. The problem is that the power law contains unphysically high and unphysically low frequency modes. Power laws are often multiplied by an exponential or a stretched exponential, which presumably helps with this issue. An especially simple case occurs when \( n = 1 \) (\( \Phi(t) = t^{-1} \)). Then

\[ G(k) = \begin{cases} 
0 & \text{if } k < 0 \\
1 & \text{if } k \geq 0 
\end{cases} \] (7.24)

In other words, this decay contains exponential relaxations at all timescales, all with equal weight.

7.3 The physical mechanism of Debye relaxation in water

The Debye relaxation peak dominates the dielectric absorption spectrum of water. The peak is centered at \( \approx 20 \text{ GHz (}.66 \text{ cm}^{-1} \) and spans 6 decades of frequency. The large oscillator strength of the Debye peak (73 at 25 C\(^\circ\)) is the main contributor to water’s exceptionally high static dielectric constant, and thus understanding this mode is critical to understanding the dielectric

\[^1\] The most famous example is in velocity-velocity correlation function which universally exhibits a power law tail in all liquids, including water.\(^{[61]}\) Consider an particle (or molecule) which starts off with a large velocity. As it collides with molecules in front of it, it slows down. However, some of this lost momenta loops around and returns to the particle because of hydrodynamic “swirling” motion. Not surprisingly, such power tails are universal in systems undergoing turbulence.
response of water around solutes, including proteins.[177] Debye absorption peak is used in microwave ovens, and is important in satellite-based sensing of ice, water, and soils.[178, 179, 180] Debye absorption is also one of the absorption processes which overlaps with protein dynamics.

In this chapter we show that the Debye relaxation is a collective process. We are not the first to show this, but we feel this point needs to be emphasized to clear up the confusion about the topic. In our survey of the existing literature, we found many authors link Debye relaxation to a particular mechanism involving the breaking and reforming of hydrogen bonds. Debye peaks and a high frequency excess are a universal feature polar liquids, irrespective of whether they contain hydrogen bonding (table 7.3).

Hydrogen bond rearrangement happens at shorter timescales (.5 - 5 ps), and H-bond rearrangement dynamics are stretched and not well-characterized by a single time constant like the Debye relaxation is.²

Reconciling the non-exponential dynamics of the H-bond network with the pure exponential character of the Debye relaxation has been cited as an important unresolved question.[183] Shiratani & Sasai (1996) describe the problem as follows: “Uniexponential decay has been interpreted to be the evidence that the network is rearranged through a single kind of relaxation process. A mystery is the inconsistency between this temporal homogeneity with the single time constant and the network inhomogeneity with various molecular environments.”[184]

Saito and Ohme used molecular dynamics to study the collective dipole reorientation dynamics of a large water cluster. Surprisingly, they found that the relaxation is significantly different than the bulk, exhibiting a stretched

Table 7.1: Primary ($\tau_D$) and secondary ($\tau_2$) Debye relaxation times (ps) for some polar liquids, all at 298 / 300 K.

<table>
<thead>
<tr>
<th>liquid</th>
<th>$\tau_D$</th>
<th>$\tau_2$</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>butanol</td>
<td>478</td>
<td>26.2</td>
<td>[174]</td>
</tr>
<tr>
<td>1-propanol</td>
<td>316(40)</td>
<td>2.9(1.1)</td>
<td>[175]</td>
</tr>
<tr>
<td>ethanol</td>
<td>161(21)</td>
<td>3.3(1.3)</td>
<td>[175]</td>
</tr>
<tr>
<td>methanol</td>
<td>48(4)</td>
<td>1.25(55)</td>
<td>[175]</td>
</tr>
<tr>
<td>acetonitrile</td>
<td>3.506(114)</td>
<td>0.177(18)</td>
<td>[176]</td>
</tr>
<tr>
<td>Nitromethane</td>
<td>4.18(12)</td>
<td>0.16(0)</td>
<td>[176]</td>
</tr>
<tr>
<td>Nitroethane</td>
<td>5.67(14)</td>
<td>0.29(3)</td>
<td>[176]</td>
</tr>
</tbody>
</table>

²The applicability of Havriliak-Negami form (eqn 7.17) to water has been tested several times before. For instance Kaatze (1993) found $\alpha = .989(2)$ and $\beta = .959(4)$.[181] Vij et al. (2004) report $\alpha = 1$, $\beta = 1$.[182] Thus the distribution of relaxation times, if any, is very narrow.
The pure exponential character of the Debye relaxation stands in opposition to the idea that water contains an inhomogeneous mixture of nanometer scale high-density liquid and low-density liquid regions, for if this was the case, a distribution of times would be expected, as is found with the stretched exponential relaxation in relaxor ferroelectrics.

### 7.4 Wrong conceptions of the Debye relaxation

#### 7.4.1 Models based off the temperature dependence

We first consider Debye’s original theory from 1929.[82] Debye considers a thermal ensemble of non-interacting molecules in an applied electric field, and considers what happens when the field is turned off. He assumes that each dipole undergoes Brownian rotational motion. He then solves the linearised diffusion equation in spherical coordinates, finding that the average moment decays exponentially with time, leading directly to the Debye equations (eqns 7.3). Debye points out that the relaxation time \( \tau_D \) is related to the rotational friction constant \( \zeta \) via \( \tau_D = \zeta / 2k_B T \). Stokes showed that for a sphere of radius \( a \) rotating in a medium with shear viscosity \( \eta \), the rotational friction is given by \( \zeta = 8\pi \eta R^3 \). Thus, \( \tau_D \) can be estimated as

\[
\tau_D(T) \propto \frac{4\pi \eta(T) R^3}{k_B T} \tag{7.25}
\]

Using the value of \( R = 1.44\si{\text{Å}} \) (inferred from data at 0 °C) and experimental data for \( \eta(T) \) yields remarkably good agreement with \( \tau_D(T) \).[186, 187] Many have noted this agreement, and from it have concluded that \( \tau_D \) corresponds to the rotational relaxation of single molecules. The same Stokes model also says that the (translational) diffusion constant is given by

\[
\frac{1}{D(T)} = \frac{6\pi \eta(T) R}{k_B T} \propto \tau_D(T) \tag{7.26}
\]

Experimentally \( \tau_D(T) \) and \( \frac{1}{D(T)} \) obey Arrhenius temperature dependencies with very similar rate coefficients. The agreement only breaks down in the supercooled region.[2, 187] Bertolini argues that the Arrhenius temperature dependence must be due to a barrier hoping process. The diffusion constant of water also has an Arrhenius temperature dependence, suggesting a relation between the two.[9] Agmon builds his theory for \( \tau_D \) on this fact, suggesting that Debye relaxation is due to translational hopping, in particular, a motion he calls “tetrahedral displacement”. [187] Tetrahedral displacement has a
“hopping distance” of 3.3 Å, which is “the separation between an occupied and unoccupied corners of a cube binding the pentawater tetrahedron”.\[187\] On the basis of the temperature dependence of $\tau_D$, Buchner proposed that $\tau_D$ depends on the production rate of “free molecules”, which are molecules having only 1 or 0 H-bonds.\[14\] We will argue later that neither Agmon or Buchner’s models can be correct, because they do not explain the collective nature of the relaxation.

### 7.4.2 The Debye relaxation is purely due to rotational motions

Debye relaxation is often described as “rotational”. Agmon notes that the effect of isotopic substitution can yield insight into the dynamics at play.\[187\] For purely rotational dynamics, one expects a ratio of $\tau_{\text{D}_2\text{O}}/\tau_{\text{H}_2\text{O}} = \sqrt{2} = 1.41$, while for translational dynamics, one expects $\tau_{\text{D}_2\text{O}}/\tau_{\text{H}_2\text{O}} = 1.05$. The experimental ratio for the Debye relaxation is \(\approx 1.15\),\[188\], suggesting that both rotational and translational dynamics are at play. Interestingly, this ratio increases at lower temperatures and becomes very close to 1.05 near the boiling point.\[188\]

### 7.5 Mean-field theories

Despite its empirical validation, the Debye-Stokes model is clearly flawed, since it ignores interactions between molecules—notably dipole-dipole forces and H-bonding interactions. The effects of dipole-dipole interaction can be approximated using mean-field theory. The simplest mean-field theory is obtained by moving Debye’s Brownian-perturbed dipole into a homogeneous medium described by a frequency dependent dielectric function $\varepsilon(\omega)$. The dipole then feels an additional “internal field” due to the polarization of the medium. After solving the system self-consistently, one again obtains the Debye equations for $\varepsilon(\omega)$, but now:\[189\]

$$\frac{\tau_D}{\tau_S} = \frac{\varepsilon(0) + 2}{\varepsilon_\infty + 2} = 10.8 \quad (7.27)$$

In other words, the relaxation time for the polarization of the entire system, as measured through $\varepsilon(\omega)$, is greater than the relaxation time for the single dipole $\tau_S$. Here $\varepsilon_\infty$ can be understood as the excess oscillator strength not described by Debye relaxation. We use the experimental values $\varepsilon(0) = 78.6$ and $\varepsilon_\infty = 5.4$ to obtain a ratio of 10.8. The actual ratio is close to 8. The relatively good
agreement of Debye theory is quite surprising, because the same exact theory gives a completely wrong estimate of $\varepsilon(0)$, and predicts that water exists in a ferroelectric phase at room temperature (see eqn. 3.12).

The Onsager mean-field model, consisting of a dipole in a cavity, is considered a significant improvement over Debye’s model. Glarum extended Onsager’s model to the time-dependent case,[69] recovering the Debye equations with:

$$\frac{\tau_D}{\tau_s} = \frac{3\varepsilon(0)}{2\varepsilon(0) + \varepsilon_\infty} = 1.46$$

(7.28)

A similar theory by Powles yields:[190]

$$\frac{\tau_D}{\tau_s} = \frac{3\varepsilon(0)G_K}{2\varepsilon(0) + \varepsilon_\infty}$$

(7.29)

More sophisticated mean field theories have been developed, the details of which we will not recount here.[191, 192, 189, 193, 189] A common outcome of these models is that dipole-dipole correlations lead to the macroscopic dipole relaxation time being longer than the molecular one.

7.6 The high frequency excess

There is considerable controversy on how to fit the high frequency tail of the Debye relaxation, between 1 - 100 cm$^{-1}$, where there is unaccounted for excess response. Traditionally, this excess response has been fit by introducing a second Debye mode, characterized by a time constant $\tau_2$. While the value of $\tau_D$ has been very well characterized, values for $\tau_2$ vary considerably in the experimental literature. Recently it has been proposed that a 3rd Debye relaxation ($\tau_3$) is also required to properly fit this region.[201, 202] An additional problem, noted by Benduci, is that the data on the temperature dependence of $\tau_2$ is contradictory - Barthel et. al. find it increasing with temperature while Ronne, et. al. find it decreasing.[201]

As with the primary Debye mode, different authors have different hypotheses about the microscopic mechanisms that would underly the secondary and tertiary Debye modes. Traditionally, $\tau_2$ has been associated with the hydrogen bond lifetime, which is known to be around 1 ps. However, hydrogen bond dynamics are very non-exponential, so in this light of this, the use of 1 or 2 additional exponentials is very ad-hoc. We argue that a distribution of Debye and resonance processes contribute to the excess response. The wide variation in experimental fits is explained by the fact that each experiment only measures a certain window of frequencies, and fitting varies accordingly.
Dielectric relaxation spectroscopy (DRS) experiments can only probe the low frequency part (0.0001 - 2 cm\(^{-1}\)), while THz or microwave time-domain reflection spectroscopy (TDS) probes the “middle” frequencies (1 - 10 cm\(^{-1}\)), as does a variation known as attenuated total reflectance spectroscopy (ATR). Dielectric relaxation spectroscopy (DRS) experiments can only probe the low frequency part (0.0001 - 2 cm\(^{-1}\)), while THz or microwave time-domain reflection spectroscopy (TDS) probes the “middle” frequencies (1 - 10 cm\(^{-1}\)), as does a variation known as attenuated total reflectance spectroscopy (ATR). Finally, Fourier transform infrared spectroscopy (FTIR) can cover the region above 10 cm\(^{-1}\).

### 7.6.1 Hydrogen bond network modes

Non-exponential H-bond dynamics have been analyzed by Luzar & Chandler, who emphasize the coupling of H-bond dynamics to diffusion. Laage & Hynes

<table>
<thead>
<tr>
<th>approx freq. (cm(^{-1}))</th>
<th>description</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>50-65</td>
<td>H-bond bending</td>
<td>[187]</td>
</tr>
<tr>
<td>70</td>
<td>H-bond torsion</td>
<td>[187]</td>
</tr>
<tr>
<td>80-150</td>
<td>asymmetric umbrella mode</td>
<td>[203]</td>
</tr>
<tr>
<td>150</td>
<td>H-bond sym stretch (“breathing”)</td>
<td>[187]</td>
</tr>
<tr>
<td>180</td>
<td>H-bond asym stretch</td>
<td>[187]</td>
</tr>
</tbody>
</table>

Table 7.3: Some of the H-bond network modes.
found that after H-bonds break, water molecules undergo angular “jumps” rather than small-angle Brownian diffusion.[205] Molecular dynamics simulation by Kumar et. al. (2006) show that the relaxation of individual water molecules is described by the stretched exponential relaxation function:

\[ \phi(t) = \exp \left[ -\left( \frac{t}{\tau} \right)^\beta \right] \]  

(7.30)

The stretched exponential corresponds to a distribution of relaxation times. Note that \( \tau \) is not easily related to the mean relaxation time.[206] This is confirmed by femtosecond spectroscopy of HDO, where it has reported that single molecule relaxation has two components - fast (\( \approx 0.7 \) ps) and slow (\( \approx 13 \) ps).[207]

7.6.2 Overlap of hydrogen bond network modes and inertial relaxation

Another point that is not appreciated in the contemporary literature is that a high frequency excess is a general feature of all dipolar liquids, both H-bonding and non H-bonding. Debate about the nature of this excess goes back to 1955, when Poley first noticed that an excess around 10 cm\(^{-1}\) (0.3 THz) exists in many dipolar liquids.[208] To explain this so called “Poley absorption”, Hill and others proposed that it was due to inertial motion.[209, 210] Physically, inertial motion can be pictured as either fast “rattling” of molecules within their potential energy wells or as nearly-free rotation over small angles.[210, 211] In water, this inertial absorption overlaps with hydrogen bond network vibrations. Inertial relaxation can be understood from a theoretical standpoint by considering a free rigid dipole subjected to Brownian kicks. In that case the relaxation function can be computed exactly:[209]

\[ \phi(t) = \exp \left[ -\frac{t}{\tau_1} + \frac{\tau_2}{\tau_1} \left\{ 1 - \exp \left( -\frac{t}{\tau_2} \right) \right\} \right] \]  

(7.31)

where \( \tau_1 = \xi/2k_BT \), \( \tau_2 = I/\xi \), and \( \xi \) is the “friction constant” (units N \( \cdot \) s). In either the limit that the friction goes to zero or \( t \to 0 \) (limits corresponding to the inertial regime), one obtains a relaxation function which has the Gaussian form (eqn. 7.10). Inertial relaxation can be seen in the “polar structure plots” described in chapter 10 (fig. 10.6). Inertial modes only occur in the self part. The intensity of the inertial response is greatly enhanced at high temperature and suppressed at low temperature. Instantaneous normal mode analysis of water shows a broad spectrum of translational modes, extending
from very 1-400 cm\(^{-1}\) and peaked around 100 cm\(^{-1}\).[212, 172, 175, 175] Spectroscopy of aqueous solutions can also provide clues. Monoatomic ions always decrease \(\tau_D\). Increases are observed for a glucose, ethanol, and other sugars and alcohols.[213] These solutes have the common that they contain hydroxyl groups which can form H-bonds. Increases in \(\tau_D\) are also observed in non H-bonding solutes such as urea[213] and CdSO\(_4\).[214]

7.7 Using the gLST relation as a novel constraint to fit the dielectric function of water

Fitting a spectrum with many overlapping peaks is a tricky business. Within the error bars of the data, many possible multiple possible fits may be equally valid. Additionally, as the size of the fitting parameter space grows, optimization methods may get caught in local minima. In this section we argue that the generalized LST relation can be used to determine the physicality of proposed fit functions. Taking \(\omega = 0\) in the Kramers-Kronig relations (eqn. 2.113) yields the \(f\)-sum rule, which can be used as a constraint during fitting:

\[
\sum_i f_i = \varepsilon(0) - \varepsilon_\infty
\]  

(7.32)

where \(f_i\) is the oscillator strength of the \(i\)th mode.

Barker shows how the generalized LST relation can also be derived from the Kramers-Kronig relation.[215] For a dielectric function described by a single Debye relaxation, the LST relation is:[215]

\[
\frac{\omega_L}{\omega_T} = \frac{\tau_T}{\tau_L} = \frac{\varepsilon(0)}{\varepsilon_\infty}
\]  

(7.33)

This equation can be derived on very general grounds from electromagnetic theory as is described by Kivelson, et. al. (1989).[216] For a single damped harmonic oscillator mode, the gLST relation is:

\[
\frac{(\omega_L^2 + \gamma_L^2)}{\omega_T^2} = \frac{\varepsilon(0)}{\varepsilon_\infty}
\]  

(7.34)

The dampening factor appears in the numerator since the longitudinal frequency is complex \(\omega_L = \omega_L + i\gamma_L\). The generalized LST relation for \(N\) Debye
modes and $M$ damped harmonic oscillator modes reads:

$$\sum_i^{N} \frac{\tau_{T_i}}{\tau_{L_i}} \sum_j^{M} \frac{(\omega_{T_j}^2 + \gamma_{L_j})}{\omega_{L_j}^2} = \varepsilon(0) \varepsilon_\infty$$ (7.35)

This is an exact relation, and thus can be also be used as a constraint while fitting. One starts with a dielectric function of the form:

$$\varepsilon(\omega) = \sum_i^{N} \frac{f_i}{1 - i\omega \tau_{Di}} + \sum_j^{M} \frac{f_j \omega_{T_j}^2}{\omega_{T_j}^2 - \omega^2 - i\omega \gamma_j} + \varepsilon_\infty$$ (7.36)

This dielectric function can be rearranged into the following form:

$$\varepsilon(\omega) = \varepsilon_\infty \prod_i^{N} \frac{(\omega - i\omega_{L_i}) \omega_{L_i}^2 - \omega^2 - i\omega \gamma_j}{(\omega - i\omega_{T_i}) \omega_{T_i}^2 - \omega^2 - i\omega \gamma_j}$$ (7.37)

The longitudinal frequencies correspond to points where $\varepsilon(\omega) = 0$. Solving for the longitudinal frequencies requires factoring a very messy $(N + 2M)$th degree polynomial, which is cumbersome but possible to do using numerical libraries that are available in Python or Matlab. An easier alternative method is to simply invert 7.37

$$\frac{1}{\varepsilon(\omega)} = \frac{1}{\varepsilon_\infty} \prod_i^{N} \frac{(\omega - i\omega_{L_i}) \omega_{L_i}^2 - \omega^2 - i\omega \gamma_j}{(\omega - i\omega_{T_i}) \omega_{T_i}^2 - \omega^2 - i\omega \gamma_j}$$ (7.38)

By symmetry it should be easy to see that the dielectric function for $\frac{1}{\varepsilon(\omega)}$ has the same form as for $\varepsilon(\omega)$, but with the transverse frequencies changed to the longitudinal frequencies. Thus, we can do a separate fit of $\frac{1}{\varepsilon(\omega)}$ using the same dielectric function given in eqn. 7.36 (with the change of $\varepsilon_\infty \rightarrow \frac{1}{\varepsilon_\infty}$) to obtain the longitudinal frequencies.

This method of fitting allows us to use the gLST equation as a constraint.

To test this method of fitting, we use the experimental refractive index data compiled by Segelstein (1981).[12] While dated, the Segelstein dataset has the benefit that it covers the entire frequency range from .001 – 200,000 cm$^{-1}$. We first did an interpolation of the Segelstein data on a logarithmic grid up to 18 cm$^{-1}$ and a linear grid from 18-4000 cm$^{-1}$, to prevent biasing the fitting towards the Debye mode. We perform the fitting by minimizing the
sum of the relative errors squared:

\[ \text{Cost} = \sum_i \left( \frac{\text{fit}_i - \text{data}_i}{\text{data}_i} \right)^2 \]  

(7.39)

### 7.7.1 A new code for fitting dielectric spectra

A object oriented Python program was written [github.com/delton137/spectrum_fitter](http://github.com/delton137/spectrum_fitter) that fits both \( \varepsilon(\omega) \) and \( \frac{1}{\varepsilon(\omega)} \). It can perform the fits separately using just the \( f \)-sum rule constraint or together using the gLST relation.

We tried several different optimization algorithms using the SciPy Python library. First we used the differential evolution method, a type of genetic algorithm with each parameter constrained to a specified range. The advantage of this method is it suited for searching large parameter ranges, while the disadvantage is runs much slower than other methods we tried. The code currently uses differential evolution followed by additional fast optimization with the truncated Newton’s method (TNC) and Sequential Least SQuares Programming (SLSQP).

### 7.7.2 Results of fitting \( f \)-sum and gLST constraints

Figure 7.7.2 shows a fit with 3 Debye relaxations, 2 Brendel peaks for H-bond stretching and H-bond bending, and 3 Brendel peaks for the librational region. Under this model, the LHS of the gLST relation is 456 while the RHS is 48.15. The 1st Debye relaxation contributes a factor of 1.55 to the gLST relation, while the 2nd Debye relaxation contributes a factor of 5.49 and the 3rd Debye relaxation contributes a factor of 6.48. In every type of fit we tried, inclusion of the 3rd Debye relaxation resulted in larger departure from the the gLST equation. If only 2 Debye relaxations are used in this model, the gLST LHS becomes 21.921, and the RMS error increases slightly from 0.120 to 0.125.

Figure 7.7.2 shows a fit with 3 Debye relaxations, 1 DHO peak for H-bond stretching and 3 DHO peaks for the librational region. Under this model, the LHS of the gLST relation here is 284 while the RHS is 48.15. The 2nd Debye relaxation contributes a factor of 7.11 and the 3rd Debye relaxation contributes a factor of 4.2 to the gLST relation. Interestingly, in this fit we gave the fitting procedure the option of suppressing the 3rd Debye relaxation. It was completely suppressed in the transverse case, further suggesting that it is not physical. We found that if we tried to include an additional Brendel or DHO lineshape between 10 and 100 cm\(^{-1}\) for the H-bond bending peak was completely suppressed by the fitting procedure \((f \to 0)\).
<table>
<thead>
<tr>
<th>name</th>
<th>$f$</th>
<th>$\omega_0$ (cm$^{-1}$)</th>
<th>$\tau$ (ps)</th>
<th>$\gamma$ (cm$^{-1}$)</th>
<th>$\sigma$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Debye</td>
<td>0.01000</td>
<td>0.93</td>
<td>5.72</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2nd Debye</td>
<td>0.14439</td>
<td>20.33</td>
<td>0.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3rd Debye</td>
<td>0.09583</td>
<td>145.67</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brendel Hbond Str</td>
<td>0.31331</td>
<td>258.58</td>
<td>0.129</td>
<td>221.05</td>
<td>2.85</td>
</tr>
<tr>
<td>Brendel L1</td>
<td>0.18003</td>
<td>704.24</td>
<td>0.047</td>
<td>283.57</td>
<td>12.11</td>
</tr>
<tr>
<td>Brendel L2</td>
<td>0.20105</td>
<td>781.90</td>
<td>0.043</td>
<td>183.49</td>
<td>7.20</td>
</tr>
<tr>
<td>Brendel L3</td>
<td>0.11668</td>
<td>538.43</td>
<td>0.062</td>
<td>162.55</td>
<td>21.65</td>
</tr>
<tr>
<td>eps inf L</td>
<td>0.44988</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>name</td>
<td>$f$</td>
<td>$\omega_0$ (cm$^{-1}$)</td>
<td>$\tau$ (ps)</td>
<td>$\gamma$ (cm$^{-1}$)</td>
<td>$\sigma$ (cm$^{-1}$)</td>
</tr>
<tr>
<td>Debye</td>
<td>65.00000</td>
<td>0.60</td>
<td>8.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2nd Debye</td>
<td>4.27669</td>
<td>3.71</td>
<td>1.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3rd Debye</td>
<td>1.86412</td>
<td>22.47</td>
<td>0.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brendel Hbond Str</td>
<td>3.43599</td>
<td>179.52</td>
<td>0.186</td>
<td>117.10</td>
<td>53.15</td>
</tr>
<tr>
<td>Brendel L1</td>
<td>1.28716</td>
<td>474.27</td>
<td>0.070</td>
<td>107.30</td>
<td>120.22</td>
</tr>
<tr>
<td>Brendel L2</td>
<td>0.74710</td>
<td>691.09</td>
<td>0.048</td>
<td>10.50</td>
<td>150.00</td>
</tr>
<tr>
<td>Brendel L3</td>
<td>0.01000</td>
<td>689.28</td>
<td>0.048</td>
<td>226.87</td>
<td>46.80</td>
</tr>
<tr>
<td>eps inf</td>
<td>1.88946</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.1: Example longitudinal (top) and transverse (bottom) parameters. The fit contained 3 Debye relaxations, 1 Brendel peak for H-bond stretching, and 3 Brendel peaks for the librational region. The RMS error was 0.120.
<table>
<thead>
<tr>
<th>name</th>
<th>$f$</th>
<th>$\omega_0$ (cm$^{-1}$)</th>
<th>$\tau$ (ps)</th>
<th>$\gamma$ (cm$^{-1}$)</th>
<th>$\sigma$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Debye</td>
<td>0.01000</td>
<td>0.93</td>
<td>5.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2nd Debye</td>
<td>0.14537</td>
<td>20.36</td>
<td>0.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3rd Debye</td>
<td>0.11372</td>
<td>165.02</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-bond Str</td>
<td>0.06641</td>
<td>250.01</td>
<td>0.021</td>
<td>203.29</td>
<td></td>
</tr>
<tr>
<td>L1</td>
<td>0.01900</td>
<td>463.06</td>
<td>0.011</td>
<td>151.27</td>
<td></td>
</tr>
<tr>
<td>L2</td>
<td>0.06915</td>
<td>665.03</td>
<td>0.008</td>
<td>240.08</td>
<td></td>
</tr>
<tr>
<td>L3</td>
<td>0.04104</td>
<td>800.00</td>
<td>0.007</td>
<td>135.46</td>
<td></td>
</tr>
<tr>
<td>eps inf L</td>
<td>0.45016</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>name</th>
<th>$f$</th>
<th>$\omega_0$ (cm$^{-1}$)</th>
<th>$\tau$ (ps)</th>
<th>$\gamma$ (cm$^{-1}$)</th>
<th>$\sigma$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Debye</td>
<td>65.00000</td>
<td>0.57</td>
<td>9.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2nd Debye</td>
<td>8.97173</td>
<td>2.86</td>
<td>1.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3rd Debye</td>
<td>0.00001</td>
<td>39.25</td>
<td>0.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-bond str.</td>
<td>1.85030</td>
<td>172.53</td>
<td>0.031</td>
<td>242.44</td>
<td></td>
</tr>
<tr>
<td>L1</td>
<td>0.30808</td>
<td>467.75</td>
<td>0.011</td>
<td>184.65</td>
<td></td>
</tr>
<tr>
<td>L2</td>
<td>0.18609</td>
<td>616.40</td>
<td>0.009</td>
<td>141.73</td>
<td></td>
</tr>
<tr>
<td>L3</td>
<td>0.08187</td>
<td>750.00</td>
<td>0.007</td>
<td>115.23</td>
<td></td>
</tr>
<tr>
<td>eps inf</td>
<td>1.91308</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.2: Example longitudinal (top) and transverse (bottom) parameters. The fit contained 3 Debye relaxations, 1 DHO peak for H-bond stretching and 3 DHO peaks for the librational region. The RMS error was 0.124.
7.7.3 Collective nature of the relaxation

Figure 7.3: Debye relaxation calculated with different box sizes. This clearly shows that Debye relaxation is a collective phenomena, as box sizes of ≈ 2 nm are required for convergence.

A point that we wish to stress is that Debye relaxation is a collective phenomena. This is most easily seen by looking at the relaxation of sub-boxes of different sizes (fig. 7.7.3) and computing average relaxation times for the boxes. This dipole relaxation time does not converge to the bulk value until the box size is increased to ≈ 2 nm and therefore must involve the collective motion of hundreds of molecules. This appears to be inconsistent with the model for Debye relaxation proposed by Agnom[187] and similar H-bond breaking models that have been endorsed by some experimentalists.[202] Such models link the Debye relaxation time to the time for molecules to jump an energy barrier and undergo a particular type of rearrangement, which is inconsistent with the box-size dependence of the relaxation. Fig. 7.7.3 shows how the Debye peak exhibits dispersion with $k$, which confirms its collective nature. This dispersion was measured by Arbe et al. (2016) through neutron scattering,[217] where they found that the $k$ dependence indicates diffusion but is not consistent with an interpretation in terms of a single hopping process, as in Agnom’s model. Interestingly, Arbe et al. also found that the secondary Debye relaxation does not exhibit dispersion with $k$, and is therefore a local process.
7.8 Appendix: Relaxation at ultra low frequencies

Only a few studies report $\varepsilon(\omega)$ below 1 GHz.\cite{218, 219, 220, 221} Ultra low frequency measurements of $\varepsilon(\omega)$ are complicated by the presence of charge build up on the electrodes, which leads to the Maxwell-Wagner-Sillars polarization response. Additionally, at very low frequencies (less than 1 kHz), the non-zero conductivity of water contributes to the dielectric function with a $\propto 1/\omega$ term. In 2010, Jansson, et. al. reported $\varepsilon(\omega)$ between $10^{-2}$ to $10^6$ Hz.\cite{219, 220} A clear Maxwell-Wagner peak spans the interval between $10^1$ - $10^5$ Hz. They also report an ultra-slow Debye relaxation at $\approx 5 \times 10^6$ Hz. Such “ultra slow” peaks have been observed in many alcohols. The work of Richert, et al. (2011) indicates that this ultra slow response is due to microscopic bubbles in the liquid.\cite{222} Alternatively, the work of Casalini & Roland suggest that the low frequency peak is due to volatile non-polar contaminants.\cite{223} It is possible both mechanisms were at play in Jansson’s experiments, since they observe two ultra low frequency Debye peaks. New techniques which eliminate Maxwell-Wagner polarization and the ionic contribution promise to shed more light onto the situation.\cite{224}

D.P. Shelton has reported a very slow relaxation time of 50 ns in liquid water from hyper Rayleigh scattering (HRS) at 280 nm.\cite{225, 226, 227} Shelton interpreted these slow relaxations as being due to the relaxation of large scale
dipolar domains with sizes on the order of 200nm. In 2014, Shelton offered a new interpretation in terms of orientational coupling to long range acoustic modes.[228] In a more recent work, Shelton shows that the HRS measurements are consistent with the expected asymptotic limit $\propto r^{-3}$ in the orientational spatial correlation function on scales up to 2000 nm, which seems to indicate that his earlier interpretation of the experimental data in terms of domains was incorrect.[229]

7.9 Appendix: relevance to biology

There is growing interest in the use of terahertz spectroscopy to identify protein samples,[230] probe protein folding and dynamics,[231] and to study the dynamics of protein solvation water.[232, 233] Proteins exhibit large-scale collective modes in the low THz (between .01 - 10 THz or .3 - 330 cm$^{-1}$).[233, 234, 232] This is the same region of frequency discussed in this chapter. Recently computer simulations have shown that there exists “dynamical coupling” between a protein and its hydration water which may allow for biologically-relevant coupling between proteins that are physically separated by up to a nanometer or more. The extent of the dynamical hydration shell is the subject of current debate, with recent computer simulation suggesting it extends 5 - 10 Å, i.e. at least 2-3 water layers.[235] The THz dynamics of proteins can be studied in anhydrous protein crystals as well. The biological relevance of frozen protein activity is questionable, though since the water is not included. An alternative is to study proteins frozen in glassy water. Starting from cryogenic temperatures, the temperature can be increased to analyze the thermal activation of different modes. Many cryogenic studies are focused on understanding the protein dynamical transition, which seems to be a type of glass transition that occurs between 100-200 K.

7.10 Appendix: cross-correlation time

This section is based on material in Brot, 1980.[236] We define the normalized cross correlation function:

$$
\phi_{cc}(t) \equiv \frac{\langle \mu_1(0) \cdot \sum_{i \neq 1} \mu_i(t) \rangle}{\langle \mu_1(0) \cdot \sum_{i \neq 1} \mu_i(0) \rangle} \quad (7.40)
$$
Now consider the equation for $\Phi_D(t)$, recalling equation 2.63 ($g_K = \frac{\langle M^2 \rangle}{N\mu^2}$):

\[
\Phi_D(t) = \frac{\langle (\sum_i \mu_i(0)) \cdot (\sum_j \mu_j(t)) \rangle}{\langle M^2 \rangle}
= \frac{\langle \sum_i \mu_i(0) \cdot \mu_i(t) \rangle + \langle \sum_{i \neq j} \mu_i(0) \cdot \mu_j(t) \rangle}{\langle M^2 \rangle}
= \frac{1}{N\langle \mu^2 \rangle g_K} \left( N\langle \mu(0) \cdot \mu(t) \rangle + N\langle \mu_1(0) \cdot \sum_{i \neq 1} \mu_i(t) \rangle \right)
= \phi(t) g_K + \langle \mu_1(0) \cdot \sum_{i \neq 1} \mu_i(0) \rangle \frac{\phi_{cc}(t)}{\langle \mu^2 \rangle g_K}
= \phi(t) g_K + \frac{g_K - 1}{g_K} \phi_{cc}(t)
\]

(7.41)

Where we used the relation $\langle \mu_1(0) \cdot \sum_{i \neq 1} \mu_i(0) \rangle = \langle \mu^2 \rangle (g_K - 1)$. We now integrate both sides from 0 to $\infty$ to get the following relation:

\[
\tau_D = \tau + \frac{g_K - 1}{g_K} \tau_{cc}
\]

(7.42)

Brot notes “It is reasonable to assume that, in structured liquids, whatever the nature of the correlations, parallel or antiparallel, their lifetime is larger than the correlation time $\tau$ of an individual molecule”. [236] If we assume $\tau_{cc} > \tau$ (ie. $\tau_{cc} = \tau + \Delta$) then it is easy to prove that following inequalities hold:

\[
\text{if } g_K > 1 \quad \tau_D > \tau
\]
\[
\text{if } g_K < 1 \quad \tau_D < \tau
\]

(7.43)

Also, if we have $g_K$, $\tau_D$ and $\tau$ from a simulation, we can calculate $\tau_{cc}$ using:

\[
\tau_{cc} = \frac{\tau_D g_K - \tau}{g_K - 1}
\]

(7.44)

Cross correlation times and $g_k$ for TIP4P/2005 are shown in table 7.10.
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Table 7.4: Relaxation times and $g_K$ observed in a simulation of 512 TIP4P/2005 at 1kg/L

<table>
<thead>
<tr>
<th>Temp. (K)</th>
<th>$\tau$ (ps)</th>
<th>$\tau_D/\tau$</th>
<th>$g_K$ (finite system)</th>
<th>$\tau_{cc}/\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>220</td>
<td>236</td>
<td>1.97</td>
<td>3.52</td>
<td>2.36</td>
</tr>
<tr>
<td>240</td>
<td>52</td>
<td>2.10</td>
<td>3.29</td>
<td>2.59</td>
</tr>
<tr>
<td>270</td>
<td>13</td>
<td>1.97</td>
<td>3.26</td>
<td>2.40</td>
</tr>
<tr>
<td>300</td>
<td>5.5</td>
<td>2.20</td>
<td>3.07</td>
<td>2.78</td>
</tr>
<tr>
<td>330</td>
<td>2.9</td>
<td>1.81</td>
<td>3.16</td>
<td>2.19</td>
</tr>
</tbody>
</table>

expt. at 300 1-2 5-10 2.9 9

7.11 Appendix: the dipole randomization time

When one interprets “relaxation times” it is always with the understanding that one is dealing with an exponential function which actually exhibits correlations at times far greater than the relaxation time. The choice of defining the relaxation time as the time by which the correlation decays by a factor of $e$ is a very useful convention but is actually quite arbitrary, corresponding to time when the correlation function is $\approx 63\%$ decayed. As an alternative method for quantifying correlation times, the dipole randomization time $\tau_r$ has been proposed.[6] The dipole randomization time $\tau_r$ is the sampling period at which dipole variables resemble uncorrelated random variables. To calculate $\tau_r$ one samples the normalized dipole moment $\mu$ with a sampling period $\delta t$. At a large enough sampling period two samples $\mu(t_i)$ and $\mu(t_j) = \mu(t_i + \delta t)$ will be independent (i.e. $\langle \mu(t_i) \cdot \mu(t_j) \rangle = 0$ if $i \neq j$, where $\langle \rangle$ denotes averaging over all the molecules and intervals). Any finite time average will have some variance from zero, however. If we have $N$ samples with a sampling period of $\delta t$ with $\delta t > \tau_r$ then the average for a single molecule is:

$$\bar{\mu} = \frac{1}{N} \sum_{k=1}^{N} \mu(t_k)$$  \hspace{1cm} (7.45)

where $t_k \equiv k\delta t$. The total sampling time is denoted by $\Delta t = N\delta t$. The variance of this average will be:

$$\sigma^2 = \langle \bar{\mu}^2 \rangle - \langle \bar{\mu} \rangle^2$$  \hspace{1cm} (7.46)

The first term is the mean square, and is equal to:

$$\mu_{MS} = \frac{1}{N^2} \left\langle \sum_{i,j} \mu(t_i) \cdot \mu(t_j) \right\rangle = \frac{1}{N}$$  \hspace{1cm} (7.47)
The root mean square of the average is given by

\[ \mu_{\text{RMS}} = \frac{1}{\sqrt{N}} = \sqrt{\frac{\delta t}{\Delta t}} \text{ if } \delta t > \tau_r \] (7.48)

What about the case when \( \delta t < \tau_r \)? One can show that for large enough \( \Delta t \) one still obtains \( \mu_{\text{RMS}} \propto \frac{1}{\sqrt{\Delta t}} \)[6]

Thus the definition of \( \tau_r \) becomes:

\[ \mu_{\text{RMS}} \propto \frac{1}{\sqrt{\Delta t}} \left\{ \begin{array}{ll}
  \text{for any } \Delta t & \text{if } \delta t \geq \tau_r \\
  \text{for } \Delta t \gg \tau_r & \end{array} \right. \] (7.49)

At this point hopefully it is clear that calculation of \( \tau_r \) is somewhat ambiguous and more time consuming than calculation of \( \tau \). To start, one must calculate \( \mu_{\text{RMS}} \) at different \( \delta t \) with varying \( \Delta t \). To resolve ambiguities the authors introduce a fitting convention and cutoff.[6] Although this cutoff is somewhat arbitrary this does not mean this approach is a dead end. The authors find that \( \tau_r = 5.1\tau \) for a wide range of temperatures (220 - 300 K). This suggests that meaningful correlations persist 5 x longer than \( \tau \). Perhaps this is not such a surprising result though, since at \( t = 5\tau \) an exponential has decayed 99.3%, and the remaining .7% correlation may still be meaningful. For example, such small correlations may be what are showing up in the long time (100 ps) dipole-grid averaging procedure of Higo, et. al.[237]

Looking at \( \mu_{\text{RMS}} \) as a function of \( \Delta t \) can also give some insight. One can take \( \delta t = dt \) where \( dt \) is the timestep. The proceeding discussion still holds, so that at large \( \Delta t \), \( \mu_{\text{RMS}} \propto \frac{1}{\sqrt{\Delta t}} \). We can consider how \( \mu_{\text{RMS}} \) will change as a function of box size - if we are averaging over many uncorrelated boxes, then \( \mu_{\text{RMS}} \propto 1/\sqrt{N} \propto 1/\sqrt{V} \) where \( N \) is the number of molecules.[6] Figure 7.5 shows \( \mu_{\text{RMS}} \cdot V^{1/2} \) for several different boxes at 300 K and 220 K.
Figure 7.5: $\mu_{\text{RMS}}$ for different values of $\Delta t$ at 300 K (top) and 220 K (bottom). As expected, the graphs approach $\frac{1}{\sqrt{\Delta t}}$ behaviour at large $\Delta t$, which appears as a slope of $\approx -1/2$ on this logarithmic plot. The fact that the 6Å and 10Å curves overlap at 300 K and 220K implies that dipole correlations do not persist much further than 6Å. This is different than the results previously reported for SPC/E, where it was found that all three curves overlapped at 300 K, suggesting very little spatial correlation.[6]
Chapter 8

Water as a relaxor ferroelectric

“That which can be destroyed by the truth should be.” - P. C. Hodgell

This chapter explores interesting connections between the dielectric properties of water and relaxor ferroelectric ferroelectric materials. Water exhibits a wide variety of ordered phases. Most strikingly, Ice XI is a proton-ordered ferroelectric phase which forms when Ice Ih is cooled below 72 K. It has been observed that ferroelectrically ordered domains are preserved when Ice XI is transformed into Ice Ih, leading to easier reformation of Ice XI upon recooling.[238] Experimental evidence also suggests that films of ferroelectric ice grow on the 111 surface of platinum between 120 and 137 K under certain conditions of vapor deposition.[239] Water confined in carbon nanotubes is believed to exhibit ferroelectric order, as demonstrated in simulations of TIP5P-E water in 1.1-1.2 nm diameter nanotubes,[240] and in simulations of TIP4P ice in 1.1-1.33 nm diameter nanotubes.[241] Likewise, water that is confined in very narrow carbon nanotubes or membrane channels can form one dimensional “water wires” held together by hydrogen bonds.[242] In some special cases, water may form an extended hydration shell around proteins, beyond the typical shell thickness of 2-3 water diameters. Such extended shells, with thicknesses of 3-5 water diameters, were described as “ferroelectric” by one author.[243]

8.1 Background on relaxors

Relaxors show residual polarization after the applied field is turned off and thus are not true ferroelectrics. At high temperatures, relaxors exist in a paraelectric state, but unlike traditional ferroelectrics as the temperature is cooled they do not undergo a macroscopic phase transition. Instead, relaxor
properties gradually occur as the temperature is lowered (the onset of the relaxor phase is sometimes demarcated with the Burns temperature $T_B$). Key universal properties of relaxor ferroelectrics are:[244, 245]

1. high polarizability & dielectric constant

2. a broad peak in $\varepsilon(0, T)$ (loosely referred to as a “diffuse phase transition”)

3. a peak in $\varepsilon(\omega, T)$ with respect to $T$ and shifting of this peak with frequency.

4. strong deviation from the Curie-Weiss behavior $\varepsilon(0) = C/(T - T_0)$ except at very high $T$.

5. absence of spontaneous polarization and structural macroscopic symmetry breaking

6. ferroelectric-like response arising after cooling with an applied field to low temperature

At low temperatures, relaxors fall into two distinct categories. In “incipient relaxors”, such as PSN (Pb(Sc$_{1/2}$Nb$_{1/2}$)O$_3$), PST (Pb(Sc$_{1/2}$Ta$_{1/2}$)O$_3$), or PZN (Pb(Zn$_{1/3}$Nb$_{2/3}$)O$_3$) the relaxor ferroelectric transforms into a conventional ferroelectric at low temperature. Incipient relaxors are distinguished from “ordinary relaxor” such as PMN (Pb(Mg$_{1/3}$Nb$_{2/3}$)O$_3$) which form a glassy state at low temperature which is characterized by zero net moment and very low susceptibility. The theoretical underpinnings of such behavior has not been fully worked out, but experiments are offering new insights. It has been shown that an incipient relaxor can be transformed into a glassy relaxor by the introduction of vacancies. It is believed that vacancies create random fields in the crystal which “pin” domains upon cooling, leading to the glassy state. It has also been shown that hydrostatic pressure can reversibly transform an incipient relaxor such as PSN into a normal relaxor.

Experiments on a variety of perovskite materials indicate that relaxor ferroelectrics contain polar nanoregions.[244] In some relaxors these regions are embedded in a dielectric ‘host’ medium, while in others they fill all of space. The size of these regions depends greatly depends on the specific material in question – sizes ranging from $\approx 1 - 100$ nm have been reported.[246, 244] In one of the most famous relaxors, Pb(Mg$_{1/3}$Nb$_{2/3}$)O$_3$ (PMN), they are believed to range in size from $\approx 2$ nm at 400 K to $\approx 10$ nm at 160 K. Measuring the precise size of polar nanoregions is difficult because they are too small to be
detected by optical diffraction measurements but usually too large to be detected by either high energy x-ray or neutron probes.\cite{244} Thus the existence of these domains is usually inferred from a combination of electro-optical and dielectric measurements, or in rare cases, by direct measurement via transmission electron microscopy. In the case of incipient relaxors, it is widely believed that at low temperature PNRs coalesce to form macroscopic domains, leading to the ferroelectric state.

PMN is probably the most studied relaxor. PMN has the archetypal Perovskite structure with Mg\textsuperscript{2+} and Nb\textsuperscript{5+} ions randomly occupying the B sites. This disorder creates random crystal fields leading to displacement of the Pb atom in some direction. This, along with vacancies and other defects, creates local fields which greatly influence the formation and dynamics of the polar nanoregions.

A near-universal feature of relaxors is compositional disorder on the B site, which makes them very challenging to simulate. Supercells must be used and many different variations of disorder are possible, so conventional DFT simulation is usually impractical. Burton, et al. study PSN using a molecular dynamics simulations of a first principles based effective Hamiltonian designed for PSN.\cite{246} They implement 40x40x40 unit cells corresponding to 320,000 atoms. With this system they performed 80,000 MD steps corresponding to \(\approx 70\) ps. They also adapt their PSN effective Hamiltonian to study PMN by introducing local fields appropriate for PMN. They artificially introduce chemically ordered regions ("CORS") with B-site order and chemically disordered regions ("CDR"s) with B site disorder, and then look at the dielectric constant of the CDRs vs the CORs. They find (not surprisingly) that CORs have higher dielectric constants, smaller local fields and more dipolar correlation.

The concept of polarized nanoregions was questioned recently by Take-naka, Grinberg, and Rappe, who study PMN-PT (75% PbMg\textsubscript{1/3}Nb\textsubscript{2/3}O\textsubscript{3} - 25% PbTiO\textsubscript{3}) using classical MD simulation.\cite{247} They argue that their results contradict the conventional picture of polar nanoregions. Their central argument revolves around their finding that the B atom vibrational displacements are large and spatially anisotropic, being very weak in the 110 and 111 directions. This contradicts the naive picture of spherically symmetric PNRs. They also argue that in order for the displacements to be as large as they are, they must highly correlated in space, otherwise they would incur too large of an energy cost. At high \(T\), the thermal energy is high enough to disrupt this correlation, leading to paraelectric behavior dominated by dipole-dipole interactions. However, upon cooling they argue that larger and larger correlated structures emerge, and that the formation of these structures overwhelms dipole-dipole interactions. Strikingly, they draw an analogy to water, where the presence
of a hydrogen bond network frustrates dipole-dipole interactions. They say that a “coupling network mediated by the O atoms plays the role of the H bonds in water”.\[247\] The PMN-PT system is probably not representative of most relaxor ferroelectrics, since it has additional compositional disorder. In their paper they do not give a motivation for studying PMN-PT as opposed to PMN, but their work builds off an earlier work on the same system.\[248\] The presence of discrete PNRs seems firmly established in PMN.

8.2 Temperature dependence of $\varepsilon(\omega)$

Plots of the real part of the dielectric function as a function of temperature are an important part of relaxor phenomenology and are often pointed to when characterizing materials as relaxors. Figure 8.1 shows the temperature dependence of the real part of the dielectric constant $\varepsilon'(\omega, T)$ at different frequencies for water. Strikingly, these plots exhibit the hallmarks of relaxor phenomenology - a large temperature dependent peak, (although at much higher frequencies than in relaxors). Of particular interest is the temperature dependence of the peak, which is best captured by TTM3F.

Prior to this work, to our knowledge such plots have only appeared once before, on the website of M. Chaplin.\[3\] Following the way Chaplin made his plot, we use a previously published two-Debye fit function for $\varepsilon(\omega, T)$ derived from experimental data by Meissner and Wentz.\[7\] This fit function contains 11 parameters and was developed to help make better climate models. The full fit function is:

$$
\begin{align*}
\varepsilon(\omega, T) &= \frac{\varepsilon_0(T) - \varepsilon_1(T)}{1 + i \frac{\omega}{2\pi} \tau_1(T)} + \frac{\varepsilon_1(T) - \varepsilon_\infty(T)}{1 + i \frac{\omega}{2\pi} \tau_2(T)} + \varepsilon_\infty(T) \\
\varepsilon_0(T) &= a_0 + a_1 T + a_2 T^2 \\
\tau_1(T) &= \frac{a_3 + a_4 T + a_5 T^2}{T_s + T} \\
\varepsilon_\infty(T) &= a_6 + a_7 T \\
\tau_2(T) &= \frac{a_8 + a_9 T + a_{10} T^2}{T_s + T}
\end{align*}
$$

(8.1)

It was shown that this fitting function well reproduces the experimental data for $\varepsilon'(\omega, T)$ between 273 and 373 K. In this fit the temperature dependence of $\tau_1$ and $\tau_2$ is computed using a modified Speedy expression with $T_s = 228$ K (-45 C). The use of the Speedy equation causes $\varepsilon'(\omega)$ to go to 0 at $T_s$. 
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8.2.1 VFT temperature dependence and Adams-Gibbs theory

As shown in fig. 8.2 the temperature dependence of both $\tau_D$ is best described by the Vogel-Fulcher-Tammann (VFT) equation:

$$\tau = \tau_\infty \exp \left( \frac{D T_{VFT}}{T - T_{VFT}} \right)$$

(8.2)

VFT temperature dependence is a universal feature of both relaxor ferroelectrics and dipolar glasses.[249, 250] The underlying origin of the VFT equation is not very well understood, but most theories assume a distribution of relaxation environments within the bulk. Vilgis showed that a VFT-like expression results from two simple assumptions: a Gaussian distribution of energy barriers and a Gaussian distribution of the number of nearest neighbors.[251]\(^1\) A phenomenological theory by Tagantsev shows that near $T_{VFT}$ VFT temperature dependence is a consequence of a very wide distribution of relaxation times.

\(^1\)The applicability of Vilgis’s model to water is very questionable. If we take the ‘number of nearest neighbors’ to be the number of H-bonds per molecule, then the resulting distribution is better described by a binomial distribution (with $p_{HB} \approx .9$), not a Gaussian distribution. Vilgis’s derivation relies heavily on nice mathematical properties of the Gaussian function, which is the limit of the Binomial distribution when $p \to 0$. If one substitutes a binomial distribution into the derivation of Vilgis it is not that a clear that a VFT-like expression results.
Figure 8.2: Arrhenius plot of $\tau_D(T)$ from experimental data,\cite{8, 9} showing several fit functions. Only the VFT relaxation equation is capable of reproducing the experimental data over the full temperature range. In this fit, $T_{VFT} = 126$ K in the system which decreases in width as the temperature is increased.\cite{252} At $T_{VFT}$ the width of the distribution becomes infinite.\cite{252} An very general theory for the VFT equation is the Adam-Gibbs model, which assumes the existence of cooperatively rearranging regions (CRRs).\cite{253} In the Adam-Gibbs model relaxation assumes the following form:

$$\tau = \tau_\infty \exp \left( \frac{A}{k_B T S_{\text{conf}}(T)} \right) \quad (8.3)$$

$S_{\text{conf}}(T)$ can be found from the temperature dependence of the specific heat:

$$S_{\text{conf}}(T_b) - S_{\text{conf}}(T_a) = \int_{T_a}^{T_b} \left( \frac{C_p}{T} \right) dT \quad (8.4)$$

Recovering the VFT law requires that the specific heat of the liquid is independent of temperature, which is experimentally known to hold for water at low temperature. Adam & Gibbs argue that the configuration entropy reaches zero at precisely the glass transition temperature ($T_g$), so

$$S_{\text{conf}}(T) = \int_{T_g}^{T} \left( \frac{C_p}{T} \right) dT \quad (8.5)$$
In addition to predicting VFT relaxation in glassy systems (and thus predicting the glass transition itself), the AG model solves the “Kauzmann paradox” by predicting that $T_k = T_g = T_{VFT}$,\(^2\) a fact which has been verified in many experiments.\([254]\) Despite these successes, it is important to note that the physical plausibility of the CRRs in the AG model is still controversial.\([254]\) One particular difficulty is that experimental studies attempting to measure the configurational entropy suggest that the CRRs are very small (4-8 molecules) even at very low temperatures close to the glass transition.\([254]\) Such small regions cannot be considered as independent entities, as is assumed by Adams & Gibbs. In an analysis of supercooled water using the SPC/E model it has been suggested that the CRRs correspond to clusters of higher mobility which range in size from 2 - 12 molecules.\([255]\) Clearly there are similarities between cooperatively rearranging regions and polar nanoregions.

### 8.3 Stretched exponential relaxation

![Stretched exponential function](image.png)

Figure 8.3: The stretched exponential function for various values of $\beta$.

The presence of PNRs of different sizes leads to a broad distribution of relaxation times, which leads to relaxation which is well characterized by a

\(^2\)Here $T_k$ is the Kauzmann temperature, which is the temperature that the entropy difference between the supercooled liquid and the crystalline state equals zero. The possibility of supercooling below $T_k$ gives rise to the Kauzmann paradox, which is an apparent violation of the third law of thermodynamics.
stretched exponential:[256, 257]

\[ \phi(t) = A \exp \left[ - \left( \frac{t}{\tau_{\text{str}}} \right)^\beta \right] \]  

(8.6)

Stretched exponential relaxation is very common in many materials.\(^3\) Some have gone as far as to call it a “universal relaxation law” – in 1993 Bömer listed stretching exponents for over 70 materials, obtained by viscoelastic, calorimetric, dielectric, optical, and other response measurements. In the field of dielectric spectroscopy it is often referred to as the Williams-Watts (WW) or Kohlrausch-Williams-Watts (KWW) function after a paper by Williams & Watts in 1970.[259] The dielectric function corresponding to stretched relaxation does not have a closed form expression in terms, but Hilfer (2002) gives expressions for it in terms of an H-function.[170]

Klafter identifies three separate models which yield a stretched exponential relaxation – the Förster energy transfer model, the hierarchically constrained dynamics picture and the “defect diffusion model” – and he shows that all three share mathematical similarities.[260] Models yielding stretched exponential relaxation can generally be divided into two types - serial and parallel.[261] In a serial model, relaxation proceeds through a number of steps separated by barriers of different heights. In a parallel model, each molecule is relaxing exponentially through a single barrier, but there are different barrier heights for different molecules.

\(^3\)Rudolf (Hermann Arndt) Kohlrausch (≈1809 - 1858) first proposed the stretched exponential in 1854 to describe the relaxation of charge from a glass Leiden jar.[258] He came to expression 8.6 by assuming that the decay rate \( k = 1/\tau \) was not constant but deceased with time as \( t^{-\beta-1} \).
8.3.1 stretched exponential relaxation distribution function

Figure 8.4: $G(k)$ distribution for various values of $\beta$.

Figure 8.5: Same data as in fig. 8.3.1 but showing $G(\tau)$ for various values of $\beta$. (It appears that the normalization was lost during the transformation)
The stretched exponential can be understood as a continuous sum of exponential decays via the following transformation:

$$\exp\left[-\left(\frac{t}{\tau_{\text{str}}}\right)^\beta\right] = \int_0^\infty P(s, \beta) \exp\left(-s \frac{t}{\tau_{\text{str}}}\right) ds \quad (8.7)$$

Here $s$ is defined as the dimensionless variable $s = k/k_{\text{str}} = \tau_{\text{str}}/\tau$.

Equation 8.7 is an example of a Laplace transform, thus, to recover $P(s, \beta)$ requires taking the inverse Laplace transform:

$$P(s, \beta) = \frac{1}{2\pi i} \int_{\Gamma} e^{-x^\beta} e^{sx} dx \quad (8.8)$$

Where $\Gamma$ is a path from $-i\infty$ to $i\infty$ such that all the singularities in the integrand lie on the left. A change of variables $u = ix$ allows one to write this as a Fourier transform:

$$P(s, \beta) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-(iu)^\beta} e^{isu} du \quad (8.9)$$

$P(s, \beta)$ is a probability distribution normalized to one. Mathematically, there is a one-to-one correspondence between the space of asymmetric Lévy stable distributions and the space of functions of the form $\exp((kt)^\beta)$ where $\beta \in (0, 2)$.

Just as the central limit theorem says that independent identically distributed ("idd") random variables sampled from distributions with finite variance will eventually converge to a Gaussian, the generalized central limit theorem says that iid variables taken from distributions with power law tails of the form $|x|^{-\beta-1}$ ($\beta \in (0, 2)$) will lead to asymmetric Lévy stable distributions.[262] This fact shows that the ubiquity of the stretched exponential in nature is related to the fact that power law distributions are also ubiquitous.

A few different formulae have been derived for calculating $P(s, \beta)$ for arbitrary $\beta$. One is a summation formula:

$$P(s, \beta) = \frac{1}{\pi} \sum_{n=1}^{\infty} \frac{(-1)^n \Gamma(n\beta + 1)}{n! s^{n\beta + 1}} \sin(n\pi\beta) \quad (8.10)$$

The convergence of this series appears to be very slow – to produce good plots $\approx 10,000$ terms were required, thus making use of this formula very cumbersome even on a fast machine. A better equation can be obtained by looking at the real and imaginary parts of equation 8.9. It can be shown that the imaginary part is exactly zero (which is good because imaginary
probabilities don’t make much sense). The real part is:

\[ P(s, \beta) = \frac{1}{\pi} \int_{0}^{\infty} e^{-u^\beta \cos(\pi \beta/2) \cos(s u - u^\beta \sin(\pi \beta/2))] du} \quad (8.11) \]

Equation 8.11 evaluates much faster – the production of a plot of \( P(s, \beta) \) at \( \approx \) with 1000 points takes about 1.5 minutes distributed over four 2.2 GHz i7 cores, using Mathematica.

It is also possible to obtain so-called “closed form expressions” (in terms of Airy, Bessel, Gamma, hypergeometric, and complex error functions) from eqn. 8.9 for rational values of \( \beta \) (\( \beta = n/m \), where \( n \) and \( m \) are integers) although these expressions rapidly increase in complexity as with larger \( m \). A particularly nice closed form expression is obtained for \( \beta = 1/2 \) :

\[ P(s, \frac{1}{2}) = \frac{1}{\sqrt{4\pi s^3}} \exp \left( -\frac{1}{4s} \right) \quad (8.12) \]

### 8.3.2 Stretched relaxation in water

![Figure 8.6: Single molecule correlation functions for TIP4P/2005.](image)

Intriguingly, while the Debye autocorrelation function is perfectly Debye – i.e. perfectly exponential, the single particle correlation \( \phi(t) \) is better fit with a stretched exponential function.
<table>
<thead>
<tr>
<th>T (K)</th>
<th>$\tau_D^{str}$ (ps)</th>
<th>$\beta_D$</th>
<th>$\tau_D^{str}$</th>
<th>$\beta_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>220</td>
<td>536</td>
<td>0.99</td>
<td>236</td>
<td>0.81</td>
</tr>
<tr>
<td>240</td>
<td>127</td>
<td>0.97</td>
<td>52</td>
<td>0.89</td>
</tr>
<tr>
<td>270</td>
<td>27</td>
<td>0.95</td>
<td>13</td>
<td>0.90</td>
</tr>
<tr>
<td>300</td>
<td>13</td>
<td>0.96</td>
<td>5.5</td>
<td>0.88</td>
</tr>
<tr>
<td>330</td>
<td>5.9</td>
<td>1.0</td>
<td>3.0</td>
<td>0.93</td>
</tr>
<tr>
<td>370</td>
<td>3.2</td>
<td>1.0</td>
<td>1.6</td>
<td>0.91</td>
</tr>
<tr>
<td>400</td>
<td>2.3</td>
<td>1.0</td>
<td>1.1</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Table 8.1: Fit values for TIP4P/2005.

<table>
<thead>
<tr>
<th>T (K)</th>
<th>$\tau_D^{str}$ (ps)</th>
<th>$\beta_D$</th>
<th>$\tau_D^{str}$</th>
<th>$\beta_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 Å</td>
<td>5.0</td>
<td>1.1</td>
<td>0.57</td>
<td></td>
</tr>
<tr>
<td>6 Å</td>
<td>5.3</td>
<td>2.8</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>10 Å</td>
<td>5.6</td>
<td>4.1</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>20 Å</td>
<td>7.6</td>
<td>5.5</td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td>3 Å</td>
<td>6.0</td>
<td>1.3</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td>6 Å</td>
<td>6.7</td>
<td>4.2</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>10 Å</td>
<td>7.6</td>
<td>6.0</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>20 Å</td>
<td>9.3</td>
<td>8.7</td>
<td>0.89</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.2: Fit values for $\tau_D$, $\tau_D^{str}$ and $\beta$ for various box sizes at 300 K.

Table 8.3.2 shows some values of of $\beta$ found when fitting correlation functions from TIP4P/2005. These values are consistent with values previously reported for SPC/E.\[6, 264\]

Close inspection of fits reveals there are four regions to each correlation function:

1. (0 - .75 ps) - a short time decay corresponding to rapid librational/vibrational motions and hydrogen bond breaking/reformation, sometimes
collectively referred to as the “second Debye relaxation”.

2. (.75 ps - 3 ps) - a small “shoulder” region

3. (3 - 5 ps) - near exponential behaviour.

4. (5 ps - ) - stretched exponential region

As shown in table 8.3.2, the Debye relaxation is very well characterized by an exponential ($\beta = 1$), although we observed some evidence of stretched behaviour at 220K and 240 K. The cross-over from exponential to stretched-exponential can be observed by analyzing boxes of different sizes (table 8.3.2).

### 8.3.3 Serial or parallel relaxation?

Normally $\phi(t)$ is computed by averaging over all the molecules in the system ($\phi_s(t) = \frac{1}{N} \sum_i^N \phi_i(t)$). As mentioned before, one can distinguish between two physical scenarios that can yield stretched exponential relaxation - parallel (“heterogeneous”) relaxation different molecules go through different exponential relaxation processes with different $\tau$ and serial (“homogeneous”) relaxation where each molecule’s relaxation process is intrinsically stretched. Heterogeneous relaxation corresponds to a spatial distribution of Arrhenius energy barriers, whereas homogeneous relaxation corresponds to a relaxation process where each molecule has to relax through multiple barriers of different heights. Distinguishing these two cases is difficult and both relaxation processes may be combined. One might be able to distinguish heterogeneous from homogeneous relaxation by comparing a short time average over many molecules with a long time average $\phi(t)$ over a single molecule. If the short time averages are exponential with a broad distribution, then the relaxation is heterogeneous. The challenge is to do a long enough time average to obtain exponential fit, while at the same time not going too long since by the ergodic theorem, the same $\phi(t)$ will be obtained if one averages a bunch of short time averages from many molecules or a long time average from a single molecule. The fact that the long-time averages have finite width indicates the degree of error in the computation of $\beta$ and $\tau_{str}$.
Figure 8.7: Distribution of $\tau$ when the correlation function for each molecule is analyzed separately for 512 TIP4P/2005 at 300 K for 10 ps (left) and 2ns (right).

Figure 8.3.3 shows the distribution of $\tau$ obtained from a 10 ps simulation with 512 molecules. Clearly, there is some heterogeneous relaxation present in the system. However, these correlation functions were not very well converged, so much of the distribution may be due to error in fitting. Figure 8.3.3 also shows the same distribution for a 2ns simulation. The distribution is much narrower, but still has some spread, suggesting a source of error in the fitting procedure.

8.4 Conclusion

In this chapter we explored several intriguing connections between the dielectric properties of water and relaxor ferroelectrics. In summary the similarities are:

- Ferroelectric phase at very low temperature.
- A peak in $\varepsilon'(T,\omega)$ and dispersion of the peak with frequency.
- VFT relaxation law

These similarities suggest the existence of polar nanoregions in water. However, water does not exhibit stretched dielectric relaxation, suggesting that discrete polar nanoregions of different sizes do not exist in water. Single molecule relaxation is stretched,[204] this is likely due to heterogeneity in the hydrogen bond network, although we were not able to clearly distinguish between homogeneous and heterogeneous relaxation processes.
Chapter 9

Nonlocal dielectric response

In a local dielectric, the relation \( P(r) = \varepsilon_0 \chi E(r) \) holds at every point in space. In a nonlocal dielectric, this is not the case - the polarization at a given point depends not just on the electric field at that point but on the electric field at other points.\(^1\) Any system with spatial correlations between dipoles will be nonlocal in space. Similarly, any system with temporal correlations between dipoles will be nonlocal in time. In this chapter we review the basic equations of nonlocal response and how one calculates the nonlocal response from a molecular dynamics simulation. Despite nonlocal response being nearly ubiquitous, studying the nonlocal response is unusual, partially because it is difficult to probe experimentally. However, the nonlocal response yields great insight into the structure and dynamics of water. The nonlocal dielectric function is also an important component in modeling solvation with nonlocal electrostatics, a technique currently being developed to efficiently calculate solvation free energies for ions and biomolecules.

9.1 Theory of the nonlocal response

To analyze the nonlocal case, we switch to the “nonlocal nomenclature” (see eqns 2.12 and 2.13). Therefore, \( \chi \) will now denote a relation between \( P \) and \( D \), instead of between \( P \) and \( E \). The most general equation which is linear in the electric field is:

\[
P_\alpha(r, t) = \int_V \int_{-\infty}^{t} dr' dt' \epsilon_0 \chi_{\alpha\beta}(r - r', t - t') D_\beta(r', t')
\]

\( (9.1) \)

\(^1\)The speed of this non-local interaction is limited by the speed of light, but this is not usually factored in explicitly.
We assume spatial isotropy, so $\chi$ only depends on $r - r'$ and not on the absolute positions of $r$ and $r'$. This expression simplifies significantly when we take both the spatial and temporal Fourier transforms. Equation 9.1 is almost a convolution, except for the fact that, because of causality, the $dt'$ integral only goes to $t$ instead of to infinity. One can show though, by interchanging the order of integration in a similar way as done when proving the convolution theorem, that

$$ P(k, \omega) = \epsilon_0 \leftrightarrow \chi (k, \omega) E(k, \omega) $$

(9.2)

Very few authors attempt to analyze the full response tensor $\leftrightarrow \chi$. For isotropic systems, the tensor can be decomposed into longitudinal and transverse components:

$$ \leftrightarrow \chi (k, \omega) = \chi_L(k, \omega) \hat{k} \hat{k} + \chi_T(k, \omega) (I - \hat{k} \hat{k}) $$

(9.3)

The easiest starting point for deriving microscopic expressions for $\chi_L(k, \omega)$ and $\chi_T(k, \omega)$ is the classical Kubo formula:[265]

$$ \chi_{L/T}(k, \omega) = \frac{\beta}{\epsilon_0} \int_0^\infty dt \int \langle P_{L/T}(k, t) \cdot P^*_{L/T}(k, 0) \rangle e^{i \omega t} $$

(9.4)

This expression relates the susceptibility to the time correlation function of the polarization in equilibrium. The longitudinal part of the polarization can calculated by Fourier transforming the defining expression for the the polarization:

$$ \nabla \cdot P(r, t) = -\rho(r, t) $$

$$ i \hat{k} \cdot P(r, t) = -\rho(k, t) $$

$$ \hat{k} \cdot P = \frac{i \rho(k, t)}{k} = P_L $$

(9.5)

(9.6)

Substitution of this into eqn. 9.4 allows one to calculate the longitudinal part of the response:

$$ \chi_L(k, \omega) = \frac{\beta}{\epsilon_0 k^2} \int_0^\infty dt \int \langle \rho(k, t) \rho^*(k, 0) \rangle e^{i \omega t} $$

(9.7)

For a system composed of point charges, the charge density is:

$$ \rho(r, t) = \frac{1}{V} \sum_i \sum_\alpha q_{\alpha} \delta(r - r_i(t) - r_{i\alpha}(t)) $$

(9.8)

Here the index $i$ runs over the molecules, $\alpha$ runs over the atomic sites on each molecule, $r_i$ is the position of the center of mass of molecule $i$ and $r_{i\alpha} = r_i - r_\alpha$. 
The charge density in k-space becomes:

$$\rho(k, t) = \frac{1}{V} \sum_i \sum_\alpha q_\alpha e^{-ik \cdot (r_i + r_{i\alpha})}$$  \hspace{1cm} (9.9)

To calculate the transverse part of the polarization we use the method of Raineri & Friedman to find the polarization vector of each molecule.[266] First we introduce a molecular polarization density \( p_i(k) \) so that we have

$$P(k) = \sum_i p_i(k)e^{-ik \cdot r_i}$$  \hspace{1cm} (9.10)

We utilize the relation \( ik \cdot p(r) = -\rho(k) \) so we can write \( p_i \) as

$$ik \cdot p_i(k) = -\sum_\alpha q_\alpha e^{-ik \cdot r_{i\alpha}}$$  \hspace{1cm} (9.11)

As before \( r_{i\alpha} \) is the distance from each atomic site to the center of mass of molecule \( i \). We now use the identity

$$e^x = 1 + x \int_0^1 ds e^{xs}$$  \hspace{1cm} (9.12)

and taking into account the charge neutrality of each molecule we obtain

$$p_i(k) = -\sum_\alpha q_\alpha r_{i\alpha} \int_0^1 ds e^{-ik \cdot r_{i\alpha}s}$$  \hspace{1cm} (9.13)

$$p_i(k) = \sum_\alpha \frac{q_\alpha r_{i\alpha}}{ik \cdot r_{i\alpha}} (e^{ik \cdot r_{i\alpha}} - 1)$$  \hspace{1cm} (9.14)

The transverse part is then calculated as \( P_T = \hat{k} \times P \).

For ease of comparison and analysis, we define normalized time correlation functions:

$$\Phi_{L/T}(k, t) \equiv \frac{\langle P_{L/T}(k, t) \cdot P_{L/T}^*(k, 0) \rangle}{\langle P_{L/T}(k, 0) \cdot P_{L/T}^*(k, 0) \rangle}$$  \hspace{1cm} (9.15)

Substituting this into eqn. 9.4 and taking into account the isotropy of water we obtain:

$$\chi_{L/T}(k, \omega) = \chi_{L/T}(k, 0) \int_0^\infty \dot{\Phi}_{L/T}(k, t) e^{i\omega t} dt$$  \hspace{1cm} (9.16)
An alternate expression may be obtained by integrating by parts:

\[
\chi_{L/T}(k, \omega) = \chi_{L/T}(k, 0) \left( i\omega \int_0^\infty \Phi_L(k, t)e^{i\omega t} dt - 1 \right)
\]  

(9.17)

This can be split into real and imaginary components:

\[
\text{Re}\{\chi_{L/T}(k, \omega)\} = \chi_{L/T}(k, 0) \left( \omega \int_0^\infty \Phi_{L/T}(k, t) \sin(\omega t) dt - 1 \right)
\]

\[
\text{Im}\{\chi_{L/T}(k, \omega)\} = \chi_{L/T}(k, 0)\omega \int_0^\infty \Phi_{L/T}(k, t) \cos(\omega t) dt
\]

(9.18)

The relations between \(\chi_L(k, \omega)\) and \(\chi_T(k, \omega)\) to the dielectric function in the infinite wavelength limit are as follows:[267, 268]

\[
\varepsilon_L(k, \omega) = (1 - \chi_L(k, \omega))^{-1} \hspace{1cm} \varepsilon_T(k, \omega) = 1 + \chi_T(k, \omega)
\]

(9.19)

\[
\lim_{k \to 0} \varepsilon_T(k, \omega) = \lim_{k \to 0} \varepsilon_L(k, \omega) = \varepsilon(\omega)
\]

(9.20)

\[
\chi_L(k, \omega) = 1 - \frac{1}{\varepsilon_L(k, \omega)}
\]

(9.21)

\[
\chi_T(k, \omega) = \varepsilon_T(k, \omega) - 1
\]

(9.22)

Note that the transverse susceptibility is the \(k\) space generalization of what one normally calls “susceptibility”. The dielectric function \(\varepsilon(\omega) = \varepsilon'(\omega) + i\varepsilon''(\omega)\) is related to the infrared absorption coefficient through the following equations:

\[
\alpha(\omega) = \frac{\omega\varepsilon''(\omega)}{cn(\omega)} \hspace{1cm} n(\omega) = \sqrt{\varepsilon(\omega)} = \sqrt{\frac{\varepsilon'(\omega) + \varepsilon''(\omega)}{2}}
\]

(9.23)

### 9.2 Multipolar expansion of intramolecular part

The following section shows how the \(k\)-dependent polarization vectors (as computed above) are different than the \(k\)-dependent dipole moments of the molecules. Note that eqn. 9.9 for the charge density in \(k\) space can be Taylor expanded as:

\[
\frac{\rho(k, t)}{k} = \frac{1}{k} \sum_i \sum_\alpha q_\alpha \sum_n \frac{(-i\mathbf{k} \cdot \mathbf{r}_\alpha(t))^n}{n!}
\]

\[ = M(k, t) + Q(k, t) + \mathcal{O}(k, t) + \cdots \]

(9.24)
Here $M(k, t)$, $Q(k, t)$, $O(k, t)$ are contributions due to the molecular dipoles, quadrupoles and octupoles. In the limit $k \to 0$ from eqn. 9.7 it can be seen that only the dipole term contributes to the susceptibility. One obtains
\[
\chi_L(k, \omega) \approx \frac{\beta}{3\epsilon_0 V} \int_0^\infty dt \frac{d}{dt} \langle M_L(k, t) \cdot M_L^*(k, 0) \rangle e^{i\omega t} \tag{9.25}
\]
with
\[
M_L(k, t) = \sum_{i=1}^{N_{\text{mol}}} \mathbf{k} \cdot \mathbf{\mu}_i(t) e^{i\mathbf{k} \cdot \mathbf{r}_i(t)} \tag{9.26}
\]
This expression has been used previously as an approximate expression at small $k$.\cite{269, 270} However, Kornyshev shows quite convincingly that for water the higher order multipole terms are very important, even at the smallest $k$ available in computer simulation.\cite{271} Neglect of the higher order terms leads to severe consequences at large $k$, and in the limit $k \to \infty$ one will not recover the correct answer of $\chi_K = 1$. Instead, one gets the so-called “Onsager limit” for point dipoles:
\[
\lim_{k \to \infty} \chi_L(k) = \frac{n\mu^2}{3\epsilon_0 k_B T} \tag{9.27}
\]
The Onsager limit is approximately 13.5 if a point dipole of 3 D is used.

### 9.3 Calculation of $\varepsilon(k, 0)$ from scattering experiments

The longitudinal response may be calculated as:
\[
\chi_L(k) = \frac{\langle \rho_q(k) \rho_q(-k) \rangle}{\epsilon_0 k^2 V k_B T} = \frac{S_q(k)}{\epsilon_0 k^2 V k_B T} \tag{9.28}
\]
The quantity $S_q(k)$, known as the static charge-charge structure factor, can be calculated from pair distribution functions that can be obtained from x-ray or neutron scattering data. It should not be confused with the normal structure factor, which depends on mass density. It is not our intent to go into a detailed description of scattering theory here. Instead, we will focus on some key results. In particular, let us consider a substance to have only one type of atom. Then one can observe a relation between the structure factor (be it
mass-mass or charge-charge) and the pair distribution function:

$$S(k) = \left\langle \frac{1}{N} \sum_{ij} \exp(-i \mathbf{k} \cdot \mathbf{r}_i) \exp(i \mathbf{k} \cdot \mathbf{r}_j) \right\rangle$$

$$= 1 + \left\langle \frac{1}{N} \sum_{i,j \neq i} \exp(-i \mathbf{k} \cdot (\mathbf{r}_i - \mathbf{r}_j)) \right\rangle$$

$$= 1 + \left\langle \frac{1}{N} \sum_{i,j \neq i} \int \int \exp(-i \mathbf{k} \cdot (\mathbf{r} - \mathbf{r}')) \delta(\mathbf{r} - \mathbf{r}_i) \delta(\mathbf{r}' - \mathbf{r}_j) d\mathbf{r} d\mathbf{r}' \right\rangle$$

$$= 1 + \left\langle \frac{1}{N} \int \int \exp(-i \mathbf{k} \cdot (\mathbf{r} - \mathbf{r}')) \rho(\mathbf{r} - \mathbf{r}') d\mathbf{r} d\mathbf{r}' \right\rangle$$

$$= 1 + \rho \left\langle \int g(r) \exp(-i \mathbf{k} \cdot \mathbf{r}) d\mathbf{r} \right\rangle$$

(9.29)

Here $g(r)$ is the radial distribution function and $\rho$ is the number density.²

$$S(k) = 1 + \rho \int (g(r) - 1) \exp(-i \mathbf{k} \cdot \mathbf{r}) d\mathbf{r} \quad (9.30)$$

If the system is isotropic then it is easy to show (by switching to spherical coordinates) that

$$S(k) = 1 + 4\pi \rho \int drr^2 \frac{\sin(kr)}{kr} (g(r) - 1) \quad (9.31)$$

Now let’s consider a molecular fluid. In particular, consider an interaction site model, where molecules consist of atomic sites carrying point charges arranged in a fixed geometry. Molecules will be labelled with the indices $i, j$ and the atomic sites will be labelled with the indices $\alpha, \beta$. We now calculate the charge-charge structure factor, assigning each atom a charge $q_\alpha$. The distance

²Technically there is an issue with this equation however, which is that as $r \to \infty$ $g(r) \to 1$, so that the Fourier transform of $g(r)$ diverges at $r = 0$. This yields an extra term $\rho \delta(0)$. Experimentally, this term is of no use, since in a scattering experiment it corresponds to light which passes through the material without scattering. Therefore, it is conventional to drop the delta function.
vector for each atom from the molecular center will be designated $l_{i\alpha}$.

$$S_q(k) = \langle \frac{1}{N} \rho(k) \rho(-k) \rangle$$

$$= \frac{1}{V} \left\langle \left[ \sum_i \sum_\alpha q_\alpha \exp(-i \mathbf{k} \cdot \mathbf{r}_i + l_{i\alpha}) \right] \left[ \sum_j \sum_\beta q_\beta \exp(i \mathbf{k} \cdot \mathbf{r}_j + l_{j\beta}) \right] \right\rangle$$

(9.32)

It is standard to separate $S(k)$ into self ($i = j$) and distinct ($i \neq j$) parts so that $S(k) = S^s(k) + S^d(k)$. These are also called the *intra*molecular and *inter*molecular parts. We choose our molecular center to be on the oxygen atom. We will not go through the details of the expansion of this equation, which results in many factors. For each factor, a derivation similar to eqns 9.29 - 9.31 can be performed. The result for the distinct part is:

$$S^d_q(k) = \frac{4Nq_H^2}{V} \int dr 4\pi r^2 \frac{\sin(kr)}{kr} [g_{OO}(r) + g_{HH}(r) - 2g_{OH}(r)]$$

(9.33)

The self part is:

$$S^s_q(k) = \frac{2Nq_H^2}{V} \left( 3 + f_{HH}(k) \frac{\sin(kd_{HH})}{kd_{HH}} - 4f_{OH}(k) \frac{\sin(kd_{OH})}{kd_{OH}} \right)$$

(9.34)

More generally the charge-charge structure factor can be obtained from the pair correlation functions $h_{ij}$ via:[272]

$$S_q^L(k,0) = \frac{N}{V} \sum_{ij} q_i q_j f_{ij}(k) w_{ij}(k) + \frac{N^2}{V^2} \sum_{ij} q_i q_j h_{ij}(k)$$

(9.35)

Here the first term is the self part, and

$$w_{ij} = \delta_{ij} + (1 - \delta_{ij}) \frac{\sin(kl_{ij})}{kl_{ij}}$$

(9.36)

In eqn. 9.34 $f_{\alpha\beta}(k)$ are atomic form factors which depend on the details of the charge distribution around each atom. They are usually approximated as Gaussian functions with a characteristic width $\sigma_{\alpha\beta}$.[273] Experimentally, $f_{\alpha\beta}(k)$ may be further modified by Debye-Waller factors that take into account thermal motion. Often, the intramolecular charge distribution is modeled as a set of point charges, for which $f_{\alpha\beta}(k) = 1$. In our view, this explains the exceptionally good agreement found by Kornyshev when comparing his simulation results (for a point charge MD model) to neutron scattering data. In real water, charge is delocalized over the entire molecule and further delo-
calized between molecules along hydrogen bonds, so properly describing the intramolecular part is a challenge which is currently being addressed by several workers.

Clearly eqn. 9.35 can be employed in computer simulation to obtain $\chi_L(k)$. However, it has been shown that eqn. 9.35 performs poorly at reproducing small $k$ values, largely due to the truncation of the Fourier transform at finite $r$. In neutron and x-ray scattering experiments a very similar problem occurs (in addition to other difficulties) so such data usually is not reliable at small $k$ ($k < 1\text{Å}^{-1}$).

We also note in passing that there is a close similarity between eqn. 9.28 for $\chi_L(k,0)$ and the differential cross section of x-ray scattering.[274] The x-ray scattering cross section can be written as:[274]

$$\frac{d\sigma}{d\Omega} = \left\langle \left| \sum_j N_e b_e e^{iQ \cdot r_j} \right|^2 \right\rangle$$

(9.37)

Where $b_e$ is the scattering length for a single electron, $N_e$ is the number of electrons in the sample and $Q$ is the scattering vector. The expressions for the x-ray scattering cross section and $\chi_L(k,0)$ are nearly identical but differ in the charge contribution from each atom. In x-ray scattering the charge is proportional to the number of electrons on each atom. Since oxygen contains many more electrons than hydrogen, the oxygen atoms contribute much more to x-ray scattering and the hydrogen contribution is very small. The fact that x-ray scattering probes the electrons, which are mostly around the Oxygen, causes the relative weight of the peaks to change - in the x-ray cross section the peak at $3 \text{Å}^{-1}$ is suppressed and the peak at $2 \text{Å}^{-1}$ is enhanced relative to how the peaks appear in $\chi_L(k,0)$. It has been shown that smearing the charge on the oxygen atoms in a simulation increases the peak at $2 \text{Å}$. [275]

### 9.3.1 A very peculiar equation for $\varepsilon(0)$

It was shown by Kornyshev, Kossakowski & Vorotyntsev that utilizing eqn. 9.35 to find $\varepsilon(k)$ at low $k$ is difficult in practice because the equation is extremely sensitive to details of the radial distribution function at large $r$. [276] Kornyshev et al. expand $1 - 1/\varepsilon(k)$ for small $k$:

$$\chi_L(k) = 1 - 1/\varepsilon(k) = Ak^{-2} + B + Ck^2 + O(k^4)$$

(9.38)
Kornyshev, et. al. report the expansion to be:

\[ A = \frac{(8\pi N)^2 q_H^2}{V^2 k_B T} R_2 \]

\[ B = \frac{4\pi N q_H^2}{3V k_B T} (4d_{OH}^2 + d_{HH}^2 + 8\pi N \frac{N}{V} R_4) \]  \hspace{1cm} (9.39)

\[ C = \frac{\pi N q_H^2}{15k_B TV} (d_{HH}^2 - 4d_{OH}^2 + 8\pi N \frac{N}{V} R_6) \]

Here \( R_i \) refers to the \( i \)th moment of the function \( H(r) = g_{OO}(r) + g_{HH}(r) - 2g_{OH}(r) \):

\[ R_n = \int_0^\infty dRR^n H(R) \]  \hspace{1cm} (9.40)

Recalling that \( h_{\alpha\beta} \equiv g_{\alpha\beta} - 1 \), note that the following identity holds:

\[ H(R) = h_{OO}(r) + 1 + h_{HH}(r) + 1 - 2(h_{OH}(r) + 1) \]

\[ = h_{OO}(r) + h_{HH}(r) - 2h_{OH}(r) \]  \hspace{1cm} (9.41)

From this it is easy to see that \( R_2 = 0 \) due to the way \( h_{\alpha\beta} \) is defined. Thus \( B \) is the leading term in the expansion. When \( k = 0 \) only \( B \) survives and we are left with this peculiar formula for the dielectric constant:

\[ 1 - \frac{1}{\varepsilon(0)} = \frac{4\pi N q_H^2}{3V k_B T} (4d_{OH}^2 + d_{HH}^2 + 8\pi N \frac{N}{V} R_4) \]  \hspace{1cm} (9.42)

To yield a value of \( \varepsilon(0) = 80 \) for water, the RHS of (9.42) must be equal to .9875. Kornyshev, et. al. investigated the behaviour of \( R_4 \) as a function of the cutoff distance, finding that it was highly oscillatory in nature. They report that “a difference in the third digit of \( R_4 \) leads to the change of the dielectric constant from 80 to infinity!”.[276] They go on to say “In solving this task on the basis of binary correlation functions one needs the data at distances up to 100 Å.”[276]

### 9.4 Static nonlocal susceptibility of water

In this section we report the static nonlocal susceptibilities \( \chi_L(k, 0) \) and \( \chi_T(k, 0) \) for water. In nonmagnetic media, when frequencies are low then only the longitudinal part of the response tensor contributes to the polarization.[273]\(^3\)

\(^3\)This follows from Maxwell’s equation \( \nabla \times \mathbf{E}(r, t) = -(1/c)\partial_t \mathbf{B}(r, t) \) which in frequency form is \( \nabla \times \mathbf{E}(r, \omega) = -(i\omega/c)\mathbf{B}(r, t) \). This shows that in the limit \( \omega \to 0 \) the electric field...
Figure 9.1: Static longitudinal susceptibility for a 10 nm box of TIP4P/ε (solid) and the distinct part (dashed). The behaviour at small $k$ is shown in the inset. A running average is used to interpolate between the different $k$ points. The scatter of the points is representative of size of the error bars we calculated (not shown).

The transverse static nonlocal susceptibility is therefore not of any direct physical import but has been referenced in theories of solvation.[266, 277]

Thermodynamic stability requires that $\chi_L/T > 0$.[278] This implies (see eqn. 10.1) that $\varepsilon(k)$ cannot be between 0 and 1. However, $\varepsilon(k)$ can be negative, a phenomena known as overscreening. A negative $\varepsilon(k)$ can lead to strange effects such as the attraction of like charges and the repulsion of opposite charges. Since $\varepsilon_L(k,0)$ cannot lie between 0 and 1, to pass from a positive value at $\varepsilon_L(0,0)$ to a negative value at finite $k$ there must be a pole. Likewise, as $k \to \infty$ to pass from a negative value to the physical limit of $\varepsilon_L(\infty,0) = 1$ there must be another pole. Therefore the region of overscreening is always bounded by two poles in $k$ space. These poles occur when $\chi_L(k,0) = 1$. Note that while a pole in $\chi_L(k,\omega)$ indicates a freely propagating mode, this is not the case for $\varepsilon_L(k,\omega)$, since $\varepsilon_L(k,\omega)$ is not a valid response function except at $k = 0$.[278, 271]

Overscreening was first found in computer simulation of molten salts.[279]4

---

4The existence of negative $\varepsilon(k)$ took time to be accepted by the theoretical community,
Figure 9.2: Static longitudinal dielectric function for a 10 nm box of TIP4P/ε, showing the overscreening (negative) region between \( k^* \approx 0.5 \text{Å}^{-1} \) and \( k \approx 20 \text{Å}^{-1} \).

Figure 9.3: Static transverse susceptibility for a 10 nm box of TIP4P/ε.
It has been interpreted as being due to the presence of periodicity in the charge density at wavevector $k$.[271] In molten salts this periodicity may be due to alternating layers of charge. In water, it is due to the hydrogen bond network which creates dipole correlations. Additionally, in all molecular systems molecules automatically introduce charge periodicity on length scales corresponding to the molecular size. This contribution to $\chi_L(k, 0)$ is contained entirely in the self part. Conversely, the distinct part contains $k$ space information about the charge ordering among molecules.

Figure 9.1 shows $\chi_L(k, 0)$ for a 10 nm box of TIP4P/ε. Most prominent is a peak at $\approx 3 \, \text{Å}^{-1}$ which corresponds to a wavelength of 2.1 Å – about the length of the hydrogen bond. While the H-bonded nearest-neighbor charge correlation is clearly a large contributor to this peak there is also a contribution from charge-charge correlation in the vicinity of the 3rd O-O shell (6 - 8 Å).[281] Also of interest is the peak at 2 Å$^{-1}$ (compare with fig. 10.6) which becomes more prominent at lower temperatures.

The transverse susceptibility $\chi_T(k, 0)$ is shown in figure 9.3. As $k \to 0$ it approaches $\varepsilon(0) - 1$. It also contains structure, but with peaks in different positions compared to the longitudinal case. At high $k$ it converges very slowly to the limit $\chi_T(\infty, 0) = 1$.

### 9.4.1 Behaviour at small $k$

We were very interested in the behaviour of $\chi_L(k, 0)$ and $\varepsilon_L(k, 0)$ at small $k$, since this is important for nonlocal theories of solvation. Assuming a spherical ion of charge $q$ and radius $a$, the electrostatic contribution to the free energy of solvation can be approximated as:

$$\Delta F_{\text{elec}} = -\frac{q^2}{4\pi\varepsilon_0} \int_0^{\infty} dk \frac{\sin^2 ka}{(ka)^2} \left(1 - \frac{1}{\varepsilon_L(k)}\right)$$

In actuality it has been shown that this equation performs worse than naive (local) Born theory.[282] However, the effective radii $a$ can be reparametrized to make nonlocal Born theory more accurate than local Born theory.[282] The great shortcoming of nonlocal Born theory is that it does not take into account the reordering of the water molecules around the solute, which is obviously critical. In any case, to describe $\chi_L(k, 0)$ a Lorentzian model has often been

---

many of whom had been working under the assumption that it was impossible. An influential proof that $\varepsilon(k, \omega)$ must always be greater than zero given by Landau & Lifshitz (1960) was shown to only be valid only in the limit $k \to 0$.[280]
Figure 9.4: Static longitudinal susceptibility for three different models.

\[ \chi_L(k) = \chi_L - \frac{1}{\varepsilon_L(k)} = \frac{\chi_L(0) - \chi_L}{1 + k^2 \Lambda^2} + \chi_L \]  

(9.44)

Here \( \Lambda \) characterizes the length scale of dielectric screening. This function can be Fourier transformed analytically into real space:

\[ \chi_L(R) = \frac{\chi_L - \chi_L}{4\pi \Lambda^2} e^{-\frac{R}{\Lambda}} + \chi_L \delta(R) \]  

(9.45)

where \( R \equiv |r - r'| \). Very similar equations also appear in the Thomas-Fermi theory of screening in the free electron gas, as well as in the linearised Poisson-Boltzmann theory of solvent screening around ions. The Lorentzian form is appealing because it’s a simple function that processes the correct limits:

\[ \chi_L(k) \rightarrow \chi_L(0) \text{ as } k \rightarrow 0 \]
\[ \chi_L(k) \rightarrow \chi_L \text{ as } k \rightarrow \infty \]
\[ \chi_L(R) \rightarrow \delta(R) \text{ as } \lambda \rightarrow 0 \]  

(9.46)

Obviously, the Lorentzian model fails because it does not include the overscreening region which is ubiquitous for molecular liquids and spans a wide range of \( k \) in water. The presence of overscreening leads to an oscillatory structure in \( \varepsilon(R) \), which indicates non-monotonic size dependence in the solvation energy of ions.\[284\] Somewhat confusingly, the same Lorentzian model
can also be applied to \( \varepsilon_L(k,0) \), assuming one makes the transformation \( \lambda = \sqrt{\frac{\varepsilon_\infty}{\varepsilon(0)}} \Lambda \). [284]

Despite the fact that it doesn’t seem to be at all applicable, we would like to see if the Lorentzian model can be fit to \( \varepsilon_L(k,0) \) at small \( k \); and if so, an effective screening length can be determined. Computing \( \varepsilon_L(k,0) \) at small \( k \) is very difficult, requiring large boxes and long simulation times. This so-called “small-\( k \) problem” has been discussed before. [285][271] We denote the position of the first divergence point as \( k^* \). There are already a variety of results for \( k^* \). [286, 271] We find \( k^* = .68 \AA^{-1} \) at 250 K, \( k^* = .34 \AA^{-1} \) at 300 K and \( k^* = .27 \AA^{-1} \) at 350 K. We found that as longer and longer simulations are run and analyzed, \( k^* \) shifts to smaller and smaller \( k \). For our longest simulation (65 ns) \( k^* \) becomes smaller than the smallest \( k \) available in the system (\( k = .25 \AA^{-1} \)). These results indicate that \( \varepsilon(k) \) converges to \( \varepsilon(0) \) much more slowly than previously reported. The fact that long wavelengths are required to obtain \( \varepsilon(0) \) emphasizes the importance of long-range dipole dipole spatial correlation in determining \( \varepsilon(0) \). Application of the Lorentzian model seems to be a complete loss. Interestingly, though, the Lorentzian model does seem appropriate for \( \varepsilon_T(k,0) \) at small \( k \). The physical interpretation of such “transverse screening” is unclear, however.

### 9.4.2 Effect of polarizability

As we discussed in chapter 5 the nonpolarizable model TIP4P/2005f does not capture the correct temperature dependence in dipole spatial correlation. This leads to the temperature dependence of the dielectric constant being poorly reproduced. This deficiency has been largely neglected in current analysis of the applicability of non-polarizable models. Figure 9.4.1 compares the nonlocal response of TTM3F with TIP4P/\( \varepsilon \) and TIP4P/2005f. TTM3-F contains one polarization dipole per molecule on the “M” site with \( \langle \mu \rangle = 0.827 \) D at 300 K. These dipoles are smeared (“Thole type”) dipoles consisting of two Gaussian charge clouds that are brought infinitely close together. The polarization dipole can be incorporated into calculation of \( \chi_L(k,0) \) simply by adding the longitudinal component to the geometric polarization. As is the case with point dipoles, the inclusion of smeared point dipoles results in a non-physical finite response at infinite \( k \) (see eqn. 9.27). For TTM3-F eqn. 9.27 yields \( \chi_L(\infty,0) = 2.34 \). The overall lower magnitude for TTM3F is due to the fact that model has about 50% less charge on each atom compared to TIP4P-like models. [275] TTM3F displays a larger overscreening region that is extended to smaller \( k \), and the reason and significance of this is not clear.
9.4.3 Conclusion

Nonlocal electrostatics is a promising method for the calculation of solvation free energies for ions and biomolecules.\cite{287} Contrary to earlier results, a recent study found that $\varepsilon(k)$ from the bulk may be sufficient for such calculations.\cite{288} Correct nonlocal electrostatics for water requires including the divergences in $\varepsilon(k)$ using an analytic fit,\cite{289} something which was ignored in many earlier studies. Overscreening is a result of both molecular structure and molecular ordering in the hydrogen bond network, and leads to the interesting phenomena of non-monotonic attraction or repulsion between ions in water. The development of fast algorithms that can solve the non-local Poisson equation in $k$–space is a promising avenue for free energy calculations for computational drug design.
Chapter 10

Optical phonons in liquid water

10.1 Introduction

In this chapter we study the \( k \) dependence of the dielectric susceptibility, where \( k = \frac{2\pi}{\lambda} \). It has previously been shown that the librational peak in the longitudinal dielectric susceptibility of water is dispersive. The librational longitudinal mode we discuss is equivalent to the dispersive mode discovered by Ricci et al. (1989) in the spectrum of hydrogen density fluctuations.[290] Restat, Raineri and Friedman (1992) calculated \( \chi_L(k,\omega) \) and found a dispersive “high frequency optical mode” in the librational part of the spectrum using the reference memory function approximation for TIP4P and SPC/E, but did not offer any specific theory for the origin of this mode.[291] Bopp & Kornyshev (1998) noted that the dispersion relation has the appearance of an optical phonon mode.[271] Hirata & Chong (1999) further investigated this mode using MD simulation,[292] and found that its basic phenomenology could be recovered from the Zwanzig-Mori formalism.[293]

\( k \) dependence in the dielectric spectra is hard to probe experimentally, requiring inelastic electron or neutron scattering experiments,[217] but in the limit of infinite wavelength (\( k \to 0 \)) the longitudinal and transverse dielectric susceptibilities can be obtained from the dielectric function via the following relations:[267, 268]

\[
\chi_L(\kappa \to 0, \omega) = 1 - \frac{1}{\varepsilon(\omega)} \tag{10.1}
\]

\[
\chi_T(\kappa \to 0, \omega) = \varepsilon(\omega) - 1 \tag{10.2}
\]

As was discussed in chapter 2, the transverse susceptibility is what one normally calls susceptibility. The dielectric function can be obtained from the
index of refraction $n(\omega)$ and extinction coefficient $k(\omega)$ as:

$$
\varepsilon'(\omega) = n^2(\omega) - k^2(\omega) \\
\varepsilon''(\omega) = 2n(\omega)k(\omega)
$$

(10.3)

These equations allow us to use previously published experimental data\[10, 11\] to calculate the imaginary part of the longitudinal response (see fig. 10.1).

Comparison of the peak positions in the longitudinal and transverse dielectric susceptibilities reveals longitudinal-transverse (LO-TO) splitting. LO-TO splitting indicates the presence of long-range dipole-dipole interactions in the system. One way to understand LO-TO splitting is through the Lyddane-Sachs-Teller (LST) relation:\[294\]

$$
\frac{\omega_{LO}^2}{\omega_{TO}^2} = \frac{\varepsilon(0)}{\varepsilon_\infty}
$$

(10.4)

Although this relation was originally derived for a cubic ionic crystal it was later shown to have very general applicability,\[215, 295\] and has been applied to disordered and glassy solids,\[296, 297, 298\] To apply this equation to water we must use a generalized LST relation which takes into account all of the optically active modes in the system and the effects of damping.\[215\] The generalized LST relation is:\[215\]

$$
\prod_i \frac{\omega_{LDi}}{\omega_{TDi}} \prod_j \frac{|\bar{\omega}_{Lj}|^2}{\omega_{Tj}^2} = \frac{\varepsilon(0)}{\varepsilon_\infty}
$$

(10.5)

Here the index $i$ runs over the Debye peaks in the system and the index $j$ runs over the number of damped harmonic oscillator peaks. The longitudinal frequencies of the damped harmonic oscillators must be considered as complex numbers ($\bar{\omega}_{Li} = \omega_{Li} + i\gamma_i$), where $\gamma_i$ is the damping factor.

As shown by Barker, the generalized LST equation can be understood purely from a macroscopic point of view,\[215\] so by itself it yields little insight into microscopic dynamics. LO-TO splitting can be understood from a microscopic standpoint via the equation:\[299, 300\]

$$
\omega_{Lk}^2 - \omega_{Tk}^2 = \frac{4\pi C}{3v} \left( \frac{\partial \mu}{\partial Q_k} \right)^2
$$

(10.6)

Here $v$ is the volume per unit cell, $Q_k$ is the normal coordinate of mode $k$, and $C$ is a prefactor which depends on the type of lattice and the boundary conditions of the region being considered (for an infinite cubic lattice, $C = \ldots$)
1). More specifically, $C$ can be related to the Lorentz field factor, which has been tabulated for many simple crystals.[300, 301] Equation 10.6 shows that LO-TO splitting is intimately related to crystal structure, and it has been used to evaluate the quasi-symmetry of room temperature ionic liquids.[302]. A full derivation of 10.6 is provided in appendix A, along with a description of how $C$ may be found for dipoles on simple lattices. Unfortunately, the relation between $C$ and crystal structure is simple or one-to-one.

An overarching theme of this chapter is that the nonlocal dielectric susceptibility can be used to probe water’s local structure and dynamics. We argue that water can support optical phonons that travel along the H-bond network of water. Our results indicate that not only does water exhibit LO-TO splitting, but also that its dependence with temperature is anomalous. We suggest that this measurement provides an alternative probe to evaluate structural changes in the hydrogen bond network of water as a function of temperature.

- \( T(\text{K}) \)
- \( L(\text{K}) \)
- \( \omega(\text{cm}^{-1}) \)

Figure 10.1: **Dielectric susceptibilities of ice and water.** Computed from index of refraction data using equations 10.1 and 10.3. data from 210 to 280 K comes from aerosol droplets[10] while the data at 300 comes from bulk liquid.[11]
10.2 The discrepancy in librational peak assignments

Figure 10.2: A figure highlighting the discrepancy in peak assignment. Dielectric functions derived from a compilation of experimental data by Segelstein,[12] with fits by D. C. Elton, while the Raman data comes from (Carey, 1998).[13] The Raman peaks are not fit but merely placed at the positions reported from Carey’s fit.

We found that a previously unrecognised discrepancy exits between the peak assignments reported in Raman spectra with those reported in dielectric/IR spectra. Although early experimentalists fit the Raman librational band with two peaks,[303] it is better fit with three (See table 10.1).[13, 304, 305, 306, 307] Previously these three peaks were assigned to the three librational motions of the water molecule: twisting \((\approx 435 \text{ cm}^{-1})\), rocking \((\approx 600 \text{ cm}^{-1})\) and wagging \((\approx 770 \text{ cm}^{-1})\).[13, 304, 306] However, when comparing these assignments to infrared and dielectric spectra, one runs into a serious discrepancy. One expects to find the two higher frequency modes to be present, since only the rocking and wagging librations are IR active. The twisting libration, consisting of a rotation of the hydrogen atoms around the C2 axis,
Table 10.1: Experimental Raman, dielectric, and IR spectra giving 2 peak and 3 peak fits to the librational region at 298 K.

<table>
<thead>
<tr>
<th>type</th>
<th>$\omega_{L1}$</th>
<th>$\omega_{L2}$</th>
<th>$\omega_{L3}$</th>
<th>ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raman</td>
<td>510</td>
<td>780</td>
<td></td>
<td>Bolla (1933) [313]</td>
</tr>
<tr>
<td></td>
<td>450</td>
<td>780</td>
<td></td>
<td>Walrafen (1962) [314]</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>700</td>
<td></td>
<td>Fukasawa, et. al. (2005) [199]</td>
</tr>
<tr>
<td></td>
<td>430</td>
<td>650</td>
<td>795</td>
<td>Carey, et. al. (1998) [13]</td>
</tr>
<tr>
<td></td>
<td>440</td>
<td>540</td>
<td>770</td>
<td>Castner, et. al. (1995) [307]</td>
</tr>
<tr>
<td></td>
<td>450</td>
<td>550</td>
<td>725</td>
<td>Walrafen (1990) [304]</td>
</tr>
<tr>
<td></td>
<td>424</td>
<td>550</td>
<td>725</td>
<td>Walrafen (1986) [306]</td>
</tr>
<tr>
<td></td>
<td>439</td>
<td>538</td>
<td>717</td>
<td>Walrafen (1967) [305]</td>
</tr>
<tr>
<td>infrared</td>
<td>380</td>
<td>665</td>
<td></td>
<td>Zelsmann (1995) [308]</td>
</tr>
<tr>
<td>dielectric</td>
<td>420</td>
<td>620</td>
<td></td>
<td>Fukasawa, et. al. (2005) [199]</td>
</tr>
</tbody>
</table>

is not IR active since it does not affect the dipole moment of the molecule. Instead, IR spectra show two peaks at 380 and 665 cm$^{-1}$,[308] and similarly dielectric spectra show peaks at 420 and 620 cm$^{-1}$,[199] in disagreement with this assignment (fig. 10.2).

The assignment of longitudinal optical phonon modes to Raman spectra can be made via the longitudinal dielectric susceptibility. This method has been used previously to assign longitudinal phonon modes to the Raman spectra of ice Ih,[309, 310, 296] ice Ic,[311] and vitreous GeO$_2$ and SiO$_2$.[312]

Later we present evidence that the lowest frequency librational Raman peak ($\approx 435$ cm$^{-1}$) is a transverse optical phonon-like mode while the highest frequency peak ($\approx 770$ cm$^{-1}$) is a longitudinal optical phonon-like mode. This explains why the highest frequency Raman mode does not appear in IR or dielectric experiments, since such experiments only report the transverse response.

### 10.3 Computational methods

The three water models we used were TIP4P/$\epsilon$,[315] TIP4P/2005f,[135] and TTM3F.[17] A summary of the simulations that were run is shown in table 10.2. To simulate methanol and acetonitrile we used the General AMBER Forcefield (GAFF),[316] a forcefield with full intramolecular flexibility which has been shown to satisfactorily reproduce key properties of both liquids.[317] Our TTM3F simulations were performed with an in-house code that uses the TTM3F force calculation routine of Fanourgakis and Xantheas. All other simulations were ran using the GROMACS package (ver. 4.6.5).[140] We
used particle-mesh Ewald summation for the long range electrostatics with a Coulomb cutoff of 2 nm for our 4+ nm simulations and a cutoff of 1.2 nm for our simulations with 512 molecules. Our TTM3F simulations used Ewald summation and a Coulomb cutoff of .9 nm. All simulations were equilibrated for at least 40 ps prior to outputting data. The principle TIP4P/2005f simulations contained 512 molecules and were 8 ns long ($\Delta t_{\text{out}} = 8$ fs) and 0.6 - 1.2 ns long ($\Delta t_{\text{out}} = 4$ fs). Other simulations were 1-2 ns long. Simulations with MeOH and ACN contained 1,000 molecules, while the TTM3F simulations contained 256 molecules. Small output steps ($\Delta t_{\text{out}}$) were required to avoid the complication of spectral folding, where spectral features higher than $f = 1/2\Delta t_{\text{out}}$ are folded onto the spectrum. The combination of long runs, a small output step and large boxes requires a lot of disk space, so we utilized the .xtc compression feature of GROMACS. Because of periodic boundary conditions, the possible $k$ vectors are limited to the form $\mathbf{k} = 2\pi n_x \hat{i}/L_x + 2\pi n_y \hat{j}/L_y + 2\pi n_z \hat{k}/L_z$, where $n_x$, $n_y$, and $n_z$ are integers. We calculated correlation functions separately for each $k$ and then average over the results for $k$ vectors with the same magnitude, a process we found greatly reduced random noise.

One can question whether a purely classical treatment is justified here because the librational dynamics we are interested have frequencies of 700-900 cm$^{-1}$ for which $\hbar \omega \approx 3 - 4k_B T$ at 300 K. Previously it was shown that the widely-used harmonic approximation does not change the spectrum.[271] whereas applying the so-called standard approximation does. In either case,
such quantum correction factors do not shift the position of peaks, but only change their magnitude (and to a lesser extent their shape). Furthermore, comparison of $k$ resolved IR spectra taken from molecular dynamics and ab-initio DFT simulation show that they give qualitatively similar results for all frequencies below 800 cm$^{-1}$, at least when Wannier-center charges are used to describe the charge distribution. For the OH stretching peak, however, quantum effects are known to be very important.

## 10.4 Fitting the librational band

![Graph showing fitting of the transverse susceptibility of TIP4P/2005f at 300K with a Debye function and one damped harmonic oscillator at $k = 1.0\text{Å}^{-1}$. The residual shows what is not captured by the fit.](image)

Figure 10.3: Examples of fitting the transverse susceptibility of TIP4P/2005f at 300K with a Debye function and one damped harmonic oscillator at $k = 1.0\text{Å}^{-1}$. The residual shows what is not captured by the fit.

To obtain resonance frequencies and lifetimes for the librational peak in the imaginary part of the response we used a damped oscillator model. A Debye peak overlaps significantly with the librational band in both the longitudinal and transverse cases and must be included in the peak fitting. Equation 9.16 can be used to relate the form of the time correlation function to the absorption peak lineshape. For Debye response one has the following expressions:

\[
\Phi(k, t) = Ae^{-t/\tau_D}
\]

\[
\chi(k, \omega) = \frac{A}{1 - i\omega\tau_D}
\]

\[
\frac{\text{Im}\{\chi(k, \omega)\}}{\chi(k, 0)} = \frac{A\omega\tau_D}{1 + \omega^2\tau_D^2}
\]

\[
\chi(k, 0) = \frac{A}{1 - i\omega\tau_D}
\]

(10.7)
Figure 10.4: Examples of fitting the longitudinal susceptibility of TIP4P/2005f at 300K with a Debye function and one damped harmonic oscillator at $k = 0.25\text{Å}^{-1}$ and $k = 1.4\text{Å}^{-1}$. The residual shows the parts not captured by the fit. Two peaks appear in the residual - the lower frequency peak is dispersive, having the same dispersion relation as the fitted peak, suggesting that it is actually part of the dispersive peak lineshape that is not captured by our lineshape function. The higher frequency peak in the residual is non-dispersive and is in the same location for both the transverse and longitudinal susceptibility.

For resonant response with resonance frequency $\omega_0(k)$ and damping factor $\gamma \equiv 1/\tau$ we have:[271, 158]

\[
\Phi(k, t) = Be^{-t/\tau} \cos(\omega_0 t)
\]

\[
\frac{\chi(k, \omega)}{\chi(k, 0)} = \frac{B}{2} \left( \frac{1 - i\omega_0 \tau}{1 - i(\omega + \omega_0)^2 \tau^2} + \frac{1 + i\omega_0 \tau}{1 - i(\omega - \omega_0)^2 \tau^2} \right)
\]

\[
\text{Im}\{\chi(k, \omega)\} = \frac{B}{2} \left( \frac{\omega \tau}{1 + (\omega + \omega_0)^2 \tau^2} + \frac{\omega \tau}{1 + (\omega - \omega_0)^2 \tau^2} \right)
\]

This is the Van Vleck-Weisskopf lineshape, and is discussed in further detail in section 7.1. We found this lineshape yields $\tau, \omega_0$ results identical to the standard damped harmonic oscillator response for the range of $\tau, \omega_0$ values we fit. We found a two function (Debye + resonant) fit worked very well for fitting the librational peak in the longitudinal case. The H-bond stretching peak at $\approx 200 \text{ cm}^{-1}$ overlaps with the librational band for $2 < k < 2.5$, and we found that it can be included in the fit using an additional damped harmonic oscillator, but usually this was not necessary. Because of this overlap and the broad nature of the fitting of the transverse band is approximate, especially
in the case of TTM3F and when looking at experimental data, so we do not report lifetimes for the transverse TTM3F response.

## 10.5 Polarization correlation functions

![Graph showing polarization relaxation functions](image)

Figure 10.5: Transverse polarization relaxation functions for TIP4P/ε. The librational mode at small $k$ is heavily damped.

![Graph showing relaxation times](image)

Figure 10.6: Longitudinal (left) and transverse (right) relaxation times for 512 TIP4P/2005f. Computed for the underlying exponential of the relaxation and interpolated by Akima splines. The transverse relaxation time at $k = 0$ is the Debye relaxation time ($\approx 11$ ps at 300 K for TIP4P/2005f). Experimentally it is 8.5 ps.[14]

The longitudinal and transverse polarization correlation functions at small $k$ are shown in figure 10.5 for TIP4P/ε, TIP4P/2005f, and TTM3F. Since TIP4P/ε is a rigid model, only librational motions are present. The addition of flexibility and polarizability add additional high frequency oscillations to the picture. In the small wavenumber regime ($k < 1.75\,\text{Å}$) there is a damped
oscillation which corresponds to the collective librational phonon mode. This damped oscillation is superimposed on an underlying exponential relaxation in both the transverse and longitudinal cases. In the longitudinal case the underlying exponential relaxation exhibits non-monotonic behaviour with $k$, reaching maximum at $k \approx 3\text{Å}^{-1}$. At wavenumbers greater than $k \approx 2.5$ only intramolecular motions contribute to the relaxation. Intriguingly, close inspection of the longitudinal correlation function at small $k$ shows that small-magnitude librational oscillations persist for greater than one picosecond before eventually losing coherence (fig. 10.8).

Relaxation times can be computed by fitting exponentials to the correlation functions. Figure 10.6 shows the longitudinal and transverse relaxation times of TIP4P/2005f at 300 K. We see that the longitudinal relaxation exhibits a peak at $k \approx 2\text{Å}^{-1}$, $\lambda = 2.1\text{Å}$) and a secondary peak at $k \approx 3\text{Å}^{-1}$, $\lambda \approx 3.1\text{Å}$. The first peak is close to a $k$ corresponding to the O–H distance in the hydrogen bond, while the second is close to the H-bond O–O distance. The transverse relaxation decays monotonically with $k$. 
Figure 10.8: Fine features of the longitudinal polarization correlation function for 512 TIP4P/ε at 300 K. Coherent small-magnitude oscillations appear to persist for longer than 1 ps.

10.6 Polarization-polarization structure factors

To assist in visualizing $\chi_{L,T}(k, \omega)$ we introduce longitudinal and transverse “polarization-polarization structure factors”:

$$S_{PP}^{L,T}(k,\omega) = \int_0^\infty \dot{\Phi}_{L,T}(k,t)e^{i\omega t} \, dt \tag{10.8}$$

Thus, $\chi_{L,T}(k, \omega) = \chi_{L,T}(k,0)S_{PP}^{L,T}(k,\omega)$. These structure factors are shown in fig. 10.6 because they provide a visual overview of the features in the nonlocal susceptibility. One new feature that appears in these plots is the low frequency acoustic-like mode originating at $\approx 60 \text{ cm}^{-1}$. This mode is purely intramolecular in nature and appears to be related to inertial rotation.[210, 211] At very high wavenumbers ($k > 8$) the relaxation is described by a rapidly decaying exponential and a Gaussian function:[320]

$$\Phi_L(k, t) = A(k)e^{t/\tau_1(k)} + B(k)e^{-(t/\tau_2(k))^2} \tag{10.9}$$

The interpretation of the Gaussian form is that it is due to fast inertial relaxation. It has been suggested that such inertial relaxation is origin of the “Poley absorption” that has been found in some dipolar liquids (see section 7.6.2 for discussion).[209, 48, 210, 211]
10.7 Dispersion of the librational peak

Figure 10.10 shows the imaginary part of the longitudinal and transverse susceptibility for TTM3F. In the longitudinal case the librational peak is clearly seen to shift with \(k\). In the transverse case, the lower frequency portion of the band is seen to shift slightly with \(k\). Dispersion relations for the longitudinal and transverse librational peaks are shown in fig. 10.7 for three different temperatures, using one peak fits. The dispersion relations appear to be that of optical phonons. In both the longitudinal and transverse case the damping factors remain less than the resonance frequencies, indicating an underdamped oscillation.

Resonance frequencies and lifetimes for the smallest \(k\) are shown in table 10.7. The speed of propagation of these modes was computed by finding the slope \(d\omega/dk\) in the regime of linear dispersion. For TIP4P/2005f we found speeds of \(\approx 2700 \text{ m/s}\) and \(\approx 1800 \text{ m/s}\) for the longitudinal and transverse modes. These propagation speeds are above the speed of sound in water (1500 m/s) but below the speed of sound in ice (4000 m/s). The temperature dependence of the propagation speed was found to be very small.

In both the longitudinal and transverse cases, the residual of the peak fitting shows features not captured our Debye + one resonance fit of the librational peak. In both the longitudinal and transverse cases there is a non-
Figure 10.10: Imaginary part of the transverse (top) & longitudinal (bottom) susceptibility for TTM3F at 300 K. Both the librational ($\approx 750 \text{ cm}^{-1}$) and OH stretching peak ($\approx 3500 \text{ cm}^{-1}$) exhibit dispersion in the longitudinal case.

dispersive peak at higher frequency, located at $\approx 900 \text{ cm}^{-1}$ for TIP4P/2005f and at $\approx 650 \text{ cm}^{-1}$ in TTM3F. This peak is negligibly small in the $k = 0$ longitudinal susceptibility but appears as a shoulder as $k$ increases. In the transverse case the overlapping peak persists at $k = 0$, so we found that the $k = 0$ transverse spectra is best fit with two peaks, in agreement with experimental spectra. As we describe later, the higher frequency transverse peak is largely due to the self part of the response and is associated with the wagging librations of single molecules.
Figure 10.11: Imaginary part of the longitudinal susceptibility for TIP4P/2005f at 300 K. No dispersion is observed in the OH stretching peak.

Figure 10.12: **Dispersion relations for the propagating librational modes.** For TIP4P/2005f at three different temperatures (squares = longitudinal, pluses = transverse). A similar plot was found for TTM3F, but with lower frequencies.
Table 10.3: Observed resonance frequencies (cm\(^{-1}\)) and lifetimes (ps) for the propagating modes at the smallest \(k\) in the system. The experimental values are approximate, based on the position of the max of the band. * Fitting questionable due to two broad overlapping peaks at 400 K.)

<table>
<thead>
<tr>
<th>Model</th>
<th>Temp</th>
<th>(\omega_{LO})</th>
<th>(\tau_{LO})</th>
<th>(\omega_{TO})</th>
<th>(\tau_{TO})</th>
<th>(\omega_{LO} - \omega_{TO})</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIP4P/2005f</td>
<td>250</td>
<td>905</td>
<td>.38</td>
<td>667</td>
<td>.23</td>
<td>233</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>900</td>
<td>.44</td>
<td>632</td>
<td>.18</td>
<td>268</td>
</tr>
<tr>
<td></td>
<td>350</td>
<td>871</td>
<td>.34</td>
<td>574</td>
<td>.18</td>
<td>297</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>826</td>
<td>.25</td>
<td>423*</td>
<td>.17</td>
<td>400</td>
</tr>
<tr>
<td>TTM3F</td>
<td>250</td>
<td>757</td>
<td>.49</td>
<td>496</td>
<td>261</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>721</td>
<td>.44</td>
<td>410</td>
<td>311</td>
<td></td>
</tr>
<tr>
<td></td>
<td>350</td>
<td>710</td>
<td>.20</td>
<td>380</td>
<td>330</td>
<td></td>
</tr>
<tr>
<td>expt[10, 11]</td>
<td>300</td>
<td>759</td>
<td>556</td>
<td>203</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 10.13: Longitudinal (left) and transverse (right) dispersion relations (circles) and damping factors (squares) for 512 TIP4P/2005f. These curves were obtained from a two peak (Debye + resonant) fit. In contrast to the longitudinal mode, the transverse mode is much more damped.
10.8 Importance of polarizability

Figure 10.14: Imaginary parts of the static transverse and longitudinal dielectric susceptibility for TIP4P/2005f, TTM3F, and experimental data[11] at 298 K. The effects of polarization can be seen in the LO-TO splitting of the stretching mode and in the low frequency features.

There are several notable differences between TTM3F and the non-polarizable model TIP4P/2005f. First of all, the librational band of TIP4P/2005f is at higher frequency, in worse agreement with experiment. More importantly, we find that TTM3F exhibits dispersion in the OH stretching band in the longitudinal case while TIP4P/2005f does not. The transverse susceptibility of TTM3F does not exhibit such dispersion but the magnitude of the OH stretching band increases at small \( k \), indicating long range intermolecular correlations. TIP4P/2005f does not exhibit this behavior. Similarly, at \( k = 0 \) TTM3F exhibits significant LO-TO splitting in the OH stretching band while TIP4P/2005f does not (fig.10.14). These findings are consistent with Heyden’s results for the \( k \)-resolved IR spectra from \textit{initio} simulation, where they concluded that polarization allows for intermolecular correlations at the OH-stretch frequency.[319]

These findings can be understood from the dipole derivative in eqn. 10.6. In the librational band the derivative of the dipole moment with respect to normal coordinate is purely due to rotation, while in the OH-stretching band it is due to changes in the geometry of the molecule and electronic polarization of the molecule during the OH stretching. In principle there may also be coupling between the librational and stretching motions, but typically such rotational-vibrational coupling effects are negligibly small.[321] The
dipole moment surface (fluctuating charges) and polarization dipole incorporated in TTM3F account for the changes in polarization that occur during OH stretching motion. These results confirm the significance of polarization in capturing the OH stretching response of water. [319]

Figure 10.14 shows a comparison of TTM3F, TIP4P/2005f and experiment at \( k = 0 \). While the locations of peaks in TTM3F are in good agreement with the experimental data at 298 K, the magnitude of the longitudinal response is greatly overestimated. The degree of LO-TO splitting in the OH stretching peak is also overestimated in TTM3F. In general it appears that TTM3F overestimates the dipole derivative in eqn. 10.6 while TIP4P/2005f underestimates it. Figure 10.14 also shows the effect of polarization at low frequencies, in particular the appearance of an H-bond stretching response at \( \approx 250 \text{ cm}^{-1} \) in TTM3F which is absent in TIP4P/2005f. [322]

10.9 LO-TO splitting vs temperature

The frequencies of the librational and stretching modes are shown in table 10.7. Once again we compare our results to experimental data. [323, 11, 10] The comparison is imperfect since the TIP4P/2005f and TTM3F results were computed at nonzero \( k \) (the smallest \( k \) in the system). For all three systems (TIP4P/2005f, TTM3F, and experiment) the increase in the LO-TO splitting of the librational band is puzzling, since the right hand side of the LST relation predicts a decrease in splitting, corresponding to a smaller dielectric constant and weaker dipole-dipole interactions. We found verifying the generalized LST equation is difficult because water contains either two or three Debye relaxations which must be taken into account. [202, 324] Uncertainties in how to fit the region of 1 - 300 cm\(^{-1}\) (1.2 - 9 THz), which includes contributions from many H-bonding modes, precludes a direct application of the generalized LST relation to water. By ignoring this region, however, we were able to achieve an approximate validation of the generalized LST equation for TIP4P/2005f. A more detailed analysis of how to fit the low frequency region will be the focus of future work. Since the generalized LST equation is an exact sum rule it can be used to assist in testing the validity of different fit functions.

10.10 Relation to phonons in ice

Naturally we would like to find corresponding optical phonon modes in ice. As shown in figure 10.1 the dielectric spectra and LO-TO splitting of supercooled water resembles that of ice. Recently evidence has been presented
for propagating librational phonon modes in ice XI.\cite{325, 326} Three of the

twelve librational modes of ice XI are IR active (labeled WR1, RW1 and

RW2) and all exhibit LO-TO splitting. The splittings have been found from

Raman scattering to be 255, 135 and 35 cm$^{-1}$.\cite{326} These modes all consist of
coupled wagging and rocking motions. The WR1 mode, which has the largest
infrared intensity, most closely matches our results. WR1 and RW2 have the

same transverse frequency and RW1 has a smaller infrared intensity, which

may help explain why the librational band is well fit by a single optical mode.

LO-TO splitting in the OH-stretching modes of ice Ih has been discussed

previously.\cite{296}

10.11 Range of propagation and spatial de-

composition of spectra

The range of propagation of these modes can be calculated as $R = \tau v_g$

where $\tau$ is the lifetime and $v_g = d\omega/dk$ is the group velocity. For TIP4P/2005f

we find a range of propagation of $\approx 1.1$ nm for the longitudinal librational

mode and $\approx 0.3$ nm for the transverse mode. Similar results hold for TTM3F.

To verify that the modes we observe are actually propagating and to further

quantify the range of propagation we study the spatial extent of polarization
dipole correlations as a function of frequency. We investigated several differ-

tent methodologies that can be used to decompose a spectrum into distance-

dependent components:

“Kirkwood” dipole-sphere method

This is the method we choose, which is a modification of the “sphere-

sphere” method (see below). We start with the time-correlation function of

interest:

$$\phi(t) = \left\langle \sum_i \mu_i(0) \cdot \sum_j \mu_j(t) \right\rangle$$ \hspace{1cm} (10.10)

Here $\mu$ can be replaced with any dynamical variable of interest, for instance

$p^T(k, t)$ or $j(t)$. We omit the $k$ dependence for simplicity.

One simply limits the molecules around each molecule $i$ to those in a sphere

of radius $R$:

$$\phi(t, R) = \left\langle \sum_i \mu_i(0) \cdot \sum_{j \in R_i} \mu_j(t) \right\rangle$$ \hspace{1cm} (10.11)

This is similar to the method employed by Bopp & Kornyshev. During the
the course of a simulation molecules enter and leave each sphere, which creates noise, requiring longer averaging times. This can be improved by utilizing a smooth cutoff function:

\[ \phi(t, R) = \left\langle \sum_i \mu_i(0) \cdot \sum_j P_{ij}(t) \mu_j(t) \right\rangle \]  

(10.12)

where

\[ P_{ij} = \frac{1}{1 + e^{(R_{ij} - R)/D}} \]  

(10.13)

Here \( D \) is a “sharpness parameter” determining the relative sharpness of the cutoff. We choose not to use smoothing however, finding it to be unnecessary. The result is a spectrum \( \chi(k, \omega, R) \) showing contributions from molecules up to radius \( R \). The resulting function exhibits the expected \( R \to 0 \) limit, yielding only the self contribution. In the \( R \to \infty \) limit, the original full response function is recovered. This function can then be numerically differentiated to show the contributions from shells of thickness \( \Delta R \) centered at distance \( R \).

**Sphere-sphere method**

Another method discussed by Heyden, et. al. (2010) is to study the auto-correlation of the total dipole moment of a sphere of radius \( R \) centered around a reference molecule, and then average over each molecule in the system.[203]

\[ \phi^P(t, R) = \sum_i \left\langle \mu^P_i(0) \cdot \mu^P_i(t) \right\rangle \]  

(10.14)

where

\[ \mu^P_i(t) = N_i(t) \sum_{j \in R_i} P_{ij}(t) \mu_j(t) \]  

(10.15)

Heyden, et. al. recommend the normalization factor \( N_i(t) = (1 + \sum_{j \in R_i} P^2_{ij})^{-1/2} \) to normalize for number of molecules in each sphere. This normalization factor is chosen so that in the bulk limit (\( R \to \infty \)) the original full response function is obtained (in that limit \( N_i = 1/\sqrt{N_{\text{mol}}} \)). In the limit \( R \to 0 \) only the self-term contributes. Results from this method must be interpreted with a bit of care since the calculation includes all cross-correlations between molecules within the sphere centered around the reference molecule. We found that this method is more sensitive to intermolecular correlations, in particular the H-bond stretching at \( \approx 250 \text{ cm}^{-1} \) (not shown). Altogether though we found the results from this method are complementary with our results from the dipole-sphere method.
Figure 10.15: Distance decomposed IR spectra for TIP4P/2005f at 300 K using the technique of Heyden, et al. A smooth cut-off with a smoothing width $\sigma = 0.4\text{Å}$ was applied. Again, the librational region is observed to have long-range contributions.

We computed a distance-dependent IR spectra using the “sphere-sphere method” (see fig 10.15) with smoothing ($D = 0.4\text{Å}$). The IR spectrum is computed using the formula:

$$\alpha(\omega) n(\omega) = \frac{1}{4\pi\epsilon_0} \frac{2\pi\omega^2}{3Vk_BT_c} \int_{-\infty}^{\infty} dte^{-i\omega t} \langle \mathbf{M}(0)\mathbf{M}(t) \rangle$$  \hspace{1cm} (10.16)

The IR spectrum is in qualitative agreement with the results of Heyden, et al.[203] The main difference observed when using this method is that the H-bond stretching feature at 200 cm$^{-1}$ is emphasized at $R \approx 3 - 6\text{Å}$.

**Spatial grid method**

To achieve higher resolution, Heyden, et al. also introduce a spatial grid method.[203] The method works by binning the molecular dipoles into grid cells. To reduce noise caused by molecules moving in and out of bins the binning is Gaussian, meaning the dipoles are smeared with a Gaussian function. Unlike the other methods the spatial grid method does not yield the self part as $R \to 0$ so this limit requires special interpretation.
Results

Figure 10.16: Distance decomposed longitudinal (top) and transverse (bottom) susceptibility for TIP4P/2005f at 300 K with a 4nm box, calculated at the smallest $k$ vector in the system. Gaussian smoothing was applied. Long range contributions to the librational peak extending to $R = 2$ nm are observed.

Figure 10.17: Distance decomposed longitudinal susceptibility for TTM3F at 300 K.

Figure 10.16 shows the distance decomposed longitudinal and transverse susceptibilities for TIP4P/2005f in a 4 nm box at the smallest $k$ available in the system. The entire region between 0 - 1000 cm$^{-1}$ contains significant cancellation between the self and distinct parts, in qualitative agreement with a previous study.[327] In the longitudinal susceptibility, the self component has two peaks (at 500 and 900 cm$^{-1}$ for TIP4P/2005f) representing the two IR active librational motions (rocking and wagging, respectively). The self part is the same in both the longitudinal and transverse cases, reflecting an underlying isotropy which is only broken when dipole-dipole correlations are introduced. Further insight into the self-distinct cancellation comes from the results of
Bopp, et al., who project the hydrogen currents into a local molecular frame, allowing them to study the cross correlations between the rocking and wagging librations.[271] They find that in the longitudinal case cross correlations between rocking and wagging contribute negatively in the region of $480 \text{ cm}^{-1}$ and positively in the region of $740 \text{ cm}^{-1}$, suppressing the lower frequency peak to zero and enhancing the higher frequency peak. In both the transverse and longitudinal cases as $R$ increases a new peak emerges, corresponding to the propagating mode. Interestingly, there are very long range contributions to this peak. In our simulations with a 4 nm box of TIP4P/2005f contributions persist up to 3 nm in the longitudinal case and 2 nm in the transverse case. As noted, recent studies of ice suggest that the propagating modes consist of coupled wagging and rocking librations.[325, 326] The results for the transverse mode confirm this hypothesis, since the propagating mode peak lies between the rocking and wagging peaks. In the longitudinal case the propagating mode peak lies more on the wagging peak, suggesting a greater role for these type of librations in the longitudinal phonon.

### 10.12 Methanol & acetonitrile

To provide further evidence that the optical mode propagate along the H-bond network of water we decided to repeat our analysis for other polar liquids, both H-bonding and non-H-bonding. As an H-bonding liquid we choose methanol (CH$_3$OH), which is known to contain winding H-bonded chains. According to results from MD simulation, most of these chains have around 5-6 molecules[328, 329], with a small percentage of chains containing 10-20 molecules.[330] Chain lifetimes have been estimated to be about $.5 \text{ ps}.[330]$ Therefore we expect methanol can also support a librational phonon mode that propagates along hydrogen bonds, but perhaps with a shorter lifetime and range than water. As a non H-bonding polar liquid we choose acetonitrile (CH$_3$CN), because it has a structure similar to methanol, but with the hydroxyl group replaced by a cyanide group (CN). Previous work using molecular dynamics simulation has shown that the time dependent solvation correlation functions of water and methanol exhibit fast oscillations, whereas acetonitrile and methyl chloride (CH$_3$Cl) do not.[331] This is perhaps not surprising since methanol contains a dangling OH group which can undergo fast librational motion, while acetonitrile and methyl chloride do not.

We find that the OH librational band of methanol ($\approx 700 \text{ cm}^{-1}$[332]) is indeed dispersive (fig. 10.18). As with water, the transverse spectrum also exhibits dispersion, but to a much lesser extent. LO-TO splitting of about 100 cm$^{-1}$ is observed in the 700 cm$^{-1}$ librational peak. The results for acetonitrile
Figure 10.18: Longitudinal (top) and transverse (bottom) dielectric susceptibility for a simulation of 1,000 MeOH molecules. The longitudinal librational peak at $\approx 700 \text{ cm}^{-1}$ clearly disperses with $k$, while the transverse peak at $\approx 600 \text{ cm}^{-1}$ disperses slightly with $k$. The higher frequency peaks exhibit no dispersion. The static dielectric function $\varepsilon(k, 0)$ has not converged properly in the transverse case, so the magnitude of the peaks is not converged.

(fig. 10.19) are more ambiguous - we observe dispersion in the broad peak at $\approx 100 \text{ cm}^{-1}$, however this peak contains contributions from translational and (free) rotational modes, as well as the CH$_3$ torsion mode, and it is not clear which modes are responsible for the dispersion.

We mention in passing that there is experimental evidence for propagating/collective librational modes in ethanol (C$_2$H$_5$OH) an H-bonding liquid very similar to methanol. Infrared spectra of ethanol- acetonitrile mixtures show a shifting of the ethanol librational peak with increasing acetonitrile concentration. [333]
Figure 10.19: Longitudinal (top) and transverse (bottom) dielectric susceptibility for a simulation of 1,000 acetonitrile molecules. The broad band which peaks at 100 cm$^{-1}$ exhibits dispersion. We hypothesize this dispersion is due entirely to the translational modes, however we cannot say for sure since the librational and translational modes overlap in this region. The peak at $\approx 500$ cm$^{-1}$ is due to CCN bending. The static dielectric function $\varepsilon(k,0)$ has not converged properly, so the magnitude of the transverse peaks is not converged correctly, but the position of the peaks and dispersion can be seen.

10.13 Esoteric aside: dipolar plasmon interpretation

A possible alternative to the optical phonon interpretation which we found warranted serious investigation is that the librational mode is a dipolar plasmon (also called, somewhat confusingly, the “dipolaron”). For systems of dipoles there is predicted to exist dipolar plasmon modes analogous to the plasmon mode found in one component plasmas such as the free electron gas.[334, 335] Dipolar plasmons have been claimed to be observed in molecular dynamics simulation of point dipoles with the Lennard-Jones interaction (the “Stockmayer system”).[336, 337] As far as we know the possibility that the librational peak in the dielectric susceptibility of water is a dipolar plasmon peak has not been considered in detail before. The dipolar plasmon
corresponds to different physics than the optical phonon picture. The theory of the dipolar plasmon is based on the dielectric function derived by Nee & Zwanzig\cite{192} and separately Fatuzzo & Mason\cite{338} using a dynamical version of the Onsager cavity mean field model. The model they employ makes no mention of molecular interactions such as H-bonds, and instead consists of a single molecular dipole interacting with a cavity reaction field and undergoing random Brownian motion. To obtain the dipolar plasmon, the dielectric function is modified by including inertial effects and by making the Brownian friction exponentially correlated instead of delta correlated. The physics of the dipolar plasmon is easiest to understand by picturing a dipole undergoing small librations and being driven by an external plane wave electric field (this picture is the starting point of Fatuzzo & Mason). In equilibrium the reaction field always points in the same direction as the dipole, but if the dipole is rotating the reaction field will exhibit a phase lag in time (whenever the imaginary part of the dielectric function is nonzero). The phase lagged reaction field acts to counter the rotation of the dipole, an effect called rotational dielectric friction. At high enough driving frequencies a resonance can be set up between the librating dipole and the phase-lagged reaction field response.

The Nee-Zwanzig theory of the dipolar plasmon appears to be very similar to the generalized Langevin equation (Mori-Zwanzig memory function) formalism used by Chong & Hirata to model collective excitations in water\cite{293}. It seems quite likely that the dispersive mode they observe is actually the dipolar plasmon, and not physically the same as the mode observed in MD simulation, as they suggest. The phenomenology of the dipolar plasmon is very similar to a propagating optical phonon mode, as we will see.

Computational studies of the Stockmayer system (a system of point dipoles) find a dispersive mode in the dielectric susceptibility, and this behaviour has been studied in detail and established to be due to the dipolar plasmon resonance\cite{336}. The change in peak shape during dispersion is almost identical to the propagating phonon modes we observe. Furthermore, the dipolar plasmon mode exhibits LO-TO splitting, and the transverse counterpart in the Stockmayer system is heavily damped, also in agreement with our observations. The frequencies predicted by Lobo, et. al. for the dipolar plasmon resonances in water ($\omega_L = 636 \text{ cm}^{-1}, \omega_T = 407 \text{ cm}^{-1}$) are also in fairly good agreement with our findings for TTM3F and experiment. However, the frequencies predicted by dipolar plasmon theory shift significantly depending on the time constant $\tau$ chosen for the exponentially-correlated Brownian friction. Curiously, the dipolar plasmon only appears when the Brownian friction is exponentially correlated (frequency dependent), and disappears when the friction becomes delta correlated ($\tau \to 0$). There is no well-defined way to
choose $\tau$ and it is not clear whether the argument given by Lobo, et. al. for their choice of $\tau$ (based on the hydrogen bond energy) makes sense. When there is no Debye relaxation dipolar plasmon theory predicts that the polarization time correlation function contains oscillations of around zero.\[336, 334\] Dipolar plasmon theory can easily be extended to include a Debye term, in which case the polarization time correlation functions consist of an oscillation superimposed on an exponential.

There is scant experimental evidence for dipolar plasmons in dipolar liquids. Experimental observations of a dipolar plasmon peak have been suggested for both nitromethane\[339\] and methyl chloride,\[340\] although the former result was questioned.\[341\] On the basis of a hydrodynamic theory, Bagchi and Chandra argue that whether a dipolar plasmon is present depends on the parameter $B = \frac{k_B T}{I D_r^2}$.\[342, 343\] Here $I$ is the moment of inertia of the molecule and $D_r$ is the rotational diffusion constant. They found that $B$ must be less than 5 for dipolar plasmons to exist, implying that they are unlikely to exist in most dipolar liquids since the rotational diffusion constant required is much too fast. If we take $D_r \approx \frac{1}{\tau_s}$ ($\tau_s$ being the relaxation time for a single molecular dipole) then we find $B \approx 800$ for water. However, this result does not conclusively rule out the existence of a dipolar plasmon in water since the hydrodynamic theory they employ is of questionable applicability to an H-bonding liquid like water. Bagri & Chandra also found that the dipolar plasmon is enhanced by a large dielectric constant and by coupling between translational and rotational polarization relaxation, which has recently been found to be significant in water.\[344\] In some ways, the dipolar plasmon is very similar to an optical phonon. As with optical phonons, for the pure dipolar plasmon the longitudinal and transverse modes occur when $\varepsilon(\omega) = 0$ and $\varepsilon(\omega) = \infty$. The dispersion observed by Pollock & Adler is qualitatively similar to that of a phonon. The pure dipolar plasmon obeys an LST relation given by:\[334\]

$$\frac{\omega_L^2}{\omega_T^2} = \frac{\varepsilon(0)}{\varepsilon_{\infty}} \left( 2\varepsilon(0) \right) \left( \frac{\varepsilon(0)}{\varepsilon(0) + \varepsilon_{\infty}} \right)$$ \hspace{1cm} (10.17)

Apart from the factor of $2\varepsilon(0)/\varepsilon(0) + \varepsilon_{\infty}$ this is identical to the standard LST relation for a single damped harmonic oscillator mode.

A few other qualitative observations suggest a dipolar plasmon:

- The mode contains contributions from very long range correlations. This is an assumption of dipolaron theory, which assumes a molecule (or equivalently a collection of molecules) is surrounded by a cavity and interacts with the cavity reaction field created by long range electrostatics.
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• The temperature dependence of speed of propagation of the mode is very small. This is expected since the strength of H-bonds changes significantly with temperature.

However, a key property of the dipolar plasmon resonance is that it is simultaneously a resonance of both the single dipole motion and the collective motion. This is not borne out when we compare the self and full response. The underlying assumptions of the dipolar plasmon theory are also very questionable. The Onsager cavity picture neglects H-bonding and is known to give mediocre predictions for the dielectric constant. As mentioned, dipolar plasmon theory also contains a free parameter, $\tau$, for which there is no rigorous justification. Small changes in $\tau$ change the frequencies predicted by the theory significantly. The objections raised by Bagchi & Chandra also represent a serious theoretical difficulty. The fact that dipolarons have not been unambiguously detected in other dipolar liquids (despite some efforts) confirms the assertion of Bagchi & Chandra that the moments of inertia found in dipolar liquids are too large.

There is also the broader issue of whether a dipolar plasmon in real materials would be in anyway distinct from a normal optical phonon mode. The idealized dipolar plasmon, occurring in a system of point dipoles, cannot exist in nature, unlike the plasmon, which can exist in the free electron gas in metals or in a plasma. Any realization of the dipolar plasmon in real materials has to be due to the rotation of molecules, i.e. the motion of nuclei. In our view, such collective oscillations of nuclei are better characterized as phonon modes. Nevertheless, the dipolar plasmon theory does offer some physical insight into the librational dynamics of water since there is no doubt that water molecules feel a reaction field as they undergo hindered rotation. The effect of this reaction field (dielectric friction) appears to be small, however, and the moment of inertia of water appears to be too high to allow for a dipolar plasmon.

### 10.14 Conclusion

In this work we have presented several lines of evidence for short lived optical phonons that propagate along the H-bond network of water. The longitudinal and transverse nonlocal susceptibility exhibit dispersive peaks with dispersion relations resembling optical phonons. As the temperature is lowered, the resonance frequencies and LO-TO splittings of these modes converge towards the values for phonons in ice Ih. By comparing our results with a recent study of ice XI we believe both modes likely consist of coupled wagging and rocking librations. This work fundamentally changes
our understanding of the librational band in the Raman spectra of water by assigning the lower and higher frequency peaks to transverse and longitudinal optical modes. Our analysis of the self-distinct cancellation indicates that the middle Raman peak ($\approx 600 \text{ cm}^{-1}$) belongs to the remnant of the single molecule wagging response which remains after the cancellation. We are also led to a new interpretation of the librational region of the real part of the dielectric function. In the case of a lossless optical phonon the transverse phonon occurs where $\varepsilon'(\omega) = \infty$ while the longitudinal phonon occurs where $\varepsilon'(\omega) = 0$. The presence of damping smooths the divergence leading to a peak followed by a sharp dip. This is what is observed in the real part of the dielectric function of water between 300 - 500 cm$^{-1}$ (the features are shifted to lower frequencies by the tail of the low frequency Debye relaxation).

One might wonder how our work relates to existing work on acoustic modes in water, in particular, the controversial “fast sound” mode.[345, 346] Acoustic modes, which are observable through the dynamic structure factor, have been explored as means of understanding the hydrogen bond structure and low temperature anomalies of water.[38] In this work we have argued that optical modes can also provide insight into water’s structure and dynamics. The fast sound mode lies at much lower frequencies than the librational and OH stretch modes that we studied. The H-bond bending and stretching modes also primarily lie at at frequencies below the librational region. However, normal mode analysis of liquid water and clusters shows that the H-bond stretching modes have a wide distribution of frequencies which overlaps with the librational modes, so some coupling between these modes is possible.[212, 347] Recently it was shown that there is coupling between the acoustic and optic modes in water - ie. between fluctuations in mass density and fluctuations in charge density.[344]

The large spatial range and coherent propagation of these modes is surprising and implies the existence of an extended hydrogen bond network, in contrast to earlier ideas about the structure of water which emphasize dynamics as being confined within small clusters.[348] Simulations with larger simulation boxes are needed to fully quantify the extent of the longitudinal modes. The ability of water to support propagating phonon modes may be relevant to biophysics, where such modes could lead to dynamical coupling between biomolecules, a phenomena which is currently only being considered at much lower frequencies.[231, 232, 234] Finally, these phonons likely play a role in water’s unusually large thermal conductivity, which can be explained with a phonon theory, as in solids.[349] The methodology used in this paper to analyse LO-TO splitting opens up a new avenue to understanding the structure and dynamics of water. The fact that the librational LO-TO splitting
increases with temperature instead of the expected decrease is likely due to significant changes in the structure of the liquid. One likely possibility is that the volume per “unit cell” term in equation 10.6 decreases with temperature. This could be caused by the local quasi-structure determined by H-bonding changing from a more ice-like structure (4 molecules per unit cell) to a more cubic structure (1 molecule per unit cell). More research is needed to understand the microscopic origin of the LO-TO splitting in water, both in the librational and stretching modes.
Chapter 11

Path Integral Molecular Dynamics

“The study of mathematics is apt to commence in disappointment... We are told that by its aid the stars are weighed and the billions of molecules in a drop of water are counted. Yet, like the ghost of Hamlet’s father, this great science eludes the efforts of our mental weapons to grasp it.” - Alfred North Whitehead, 1911.

The light mass of the hydrogen nucleus leads to nontrivial nuclear quantum effects (NQEs) in water such as quantum delocalization, quantum zero-point motion, and tunnelling. These effects subtly influence water’s structure and dynamics, and lead to unexpected changes when deuterium is substituted. Path integral molecular dynamics (PIMD) is the primary method used to treat nuclei quantum mechanically in molecular dynamics simulation.

The path integral formulation of quantum mechanics was discovered by Richard Feynman in 1948.[350] In 1953, Feynman applied path integral techniques to understand the $\lambda$ transition in liquid helium. The appendix to his 1953 Phys. Rev. paper contains the essential idea that underlies PIMD.[351] More often though the method is attributed to Chandler and Wolynes, who proposed using Feynman’s method to study liquids in 1981.[352] Not long after, the first computer simulations using PIMD were performed by Parrinello and Rahman in 1984.[353]
11.1 Derivation of the PIMD method

We begin with the quantum partition function and apply path integral methods to it. The partition function is:

\[ Z = \text{Tr} \left[ e^{-\beta \hat{H}} \right] \]  

(11.1)

The Hamiltonian is

\[ \hat{H} = \hat{T} + \hat{V} = \frac{\hat{p}^2}{2m} + V(\hat{q}) \]  

(11.2)

We make use of the Trotter formula:

\[ e^{\hat{A} + \hat{B}} = \lim_{n \to \infty} \left( e^{\frac{\hat{B}}{n} e^{\frac{\hat{A}}{n}}} \right)^n \]  

(11.3)

\[ Z = \lim_{n \to \infty} \text{Tr} \left[ \left( e^{-\beta_n \hat{T}} e^{-\beta_n \hat{V}} \right)^n \right] \]  

(11.4)

Where we have defined \( \beta_n \equiv \beta/n \). In the position basis the trace becomes:

\[ Z = \lim_{n \to \infty} \int dq_1 \langle q_1 | \left( e^{-\beta_n \hat{T}} e^{-\beta_n \hat{V}} \right)^n | q_1 \rangle \]  

(11.5)

We now insert \( n-1 \) complete sets of position eigenstates

\[ Z = \lim_{n \to \infty} \int dq_1 dq_2 \cdots dq_n \prod_{j=1}^{n} \langle q_j | e^{-\beta_n \hat{T}} | q_{j+1} \rangle e^{-\beta_n V(q_{j+1})} \]  

(11.6)

To evaluate each matrix element we insert a complete set of momentum eigenstates, to get:

\[ \langle q_j | e^{-\beta_n \hat{T}} | q_{j+1} \rangle = \int dp \langle q_j | p \rangle e^{-\beta_n p^2/2m} \langle p | q_{j+1} \rangle \]  

(11.7)

We use

\[ \langle q | p \rangle = \frac{1}{\sqrt{2\pi \hbar}} e^{iqp/\hbar} \]  

(11.8)

Which yields the Gaussian integral:

\[ \langle q_j | e^{-\beta_n \hat{T}} | q_{j+1} \rangle = \frac{1}{2\pi \hbar} \int dp e^{-\beta_n p^2/2m - ip(q_j - q_{j+1})/\hbar} \]  

(11.9)
this leads to
\[ \langle q_j | e^{-\beta_n \hat{T}} | q_{j+1} \rangle = \left( \frac{\beta_n m \omega_n^2}{2\pi} \right)^{1/2} e^{1/2 \beta_n m \omega_n^2 (q_j - q_{j+1})^2} \quad (11.10) \]
where we defined \( \omega_n \equiv 1/(\beta_n \hbar) = k_B T n / \hbar \).

Eqn. 11.6 becomes:
\[ Z = \lim_{n \to \infty} \left( \frac{\beta_n m \omega_n^2}{2\pi} \right)^{n/2} \int dq_1 dq_2 \cdots dq_n \prod_{j=1}^n e^{-\beta_n \phi_n(q_j)} \quad (11.11) \]
where
\[ \phi_n(q_j) = \sum_{j+1}^n \frac{1}{2} m \omega_n^2 (q_j - q_{j+1})^2 + V(q_j) \quad (11.12) \]

This form can be sampled by Monte Carlo simulation. However, to sample this with molecular dynamics we need to introduce momenta. To do this, we use the standard Gaussian integral:
\[ \int_{-\infty}^{\infty} dp e^{-p^2 / 2m'} = \left( \frac{2\pi m'}{\beta_n} \right)^{1/2} \quad (11.13) \]
Which yields
\[ 1 = \left( \frac{\beta_n}{2\pi m'} \right)^{1/2} \int_{-\infty}^{\infty} dp e^{-p^2 / 2m'} \quad (11.14) \]
Using this we introduce momentum into each matrix element (eqn. 11.10):
\[ \langle q_j | e^{-\beta_n \hat{T}} | q_{j+1} \rangle = \frac{\beta_n \omega_n}{2\pi} \sqrt{\frac{m}{m'}} \int dp_k e^{-\beta_n \left( \frac{p_k^2}{2m} + \frac{m \omega_n^2}{2} (q_k - q_{k+1})^2 \right)} \quad (11.15) \]
The path integral (eqn. 11.11) becomes:
\[ Z = \lim_{n \to \infty} \left( \frac{1}{2\pi \hbar} \right)^n \left( \frac{m}{m'} \right)^{n/2} \int dq_1 dq_2 \cdots dq_n dp_1 dp_2 \cdots dp_n \prod_{j=1}^n e^{-\beta_n H(q_j, p_j)} \quad (11.16) \]
The Hamiltonian is
\[ H = \sum_{k=1}^{n} \left[ \frac{p_k^2}{2m} + \frac{m\omega_n^2}{2}(q_k + q_{k+1})^2 + V(q_k) \right] \] (11.17)

The introduction of momentum (eqn. 11.14) involved a mass \( m' \) which is arbitrary and does not necessarily need to be the physical mass. Therefore, we write the PIMD Hamiltonian more generally as:
\[ H = \frac{1}{2} p^T M^{-1} p + \sum_{k=1}^{n} \left[ \frac{m\omega_n^2}{2}(q_k + q_{k+1})^2 + V(q_k) \right] \] (11.18)

Where \( p = (p_1, p_2, \ldots, p_n) \) is a vector of the bead momenta and \( M \) is the mass matrix. Any reasonable choice of mass matrix (real-symmetric and positive definite) will yield the same equilibrium averages for the system, but the dynamics will be changed. Normally, \( M \) is diagonal.

The same derivation can be generalized to an \( N \) body system in 3 spatial dimensions. The resulting Hamiltonian is
\[ H = \sum_{i=1}^{N} \sum_{k=1}^{n} \left( \frac{(p_k^i)^2}{2m_i'} + \frac{m_i\omega_n'^2}{2}(q_k^i + q_{k+1}^i)^2 \right) + \sum_{k=1}^{n} V(q_k^1, \ldots, q_N^k) \] (11.19)

As should be clear, \( i = 1 \ldots N \) is the particle index and \( k = 1 \ldots n \) is the bead index. We have put a prime on \( m_i' \) to indicate that this mass may be different than the physical mass \( m_i \).

### 11.1.1 Equivalence of two different formulations

From the \( \beta_n \) in eqn. 11.16 we see that the quantum system evolves at an effective temperature \( nT \). Therefore in this scheme the beads should be thermostated at \( nT \). Alternatively one can factor \( \frac{1}{n} \) into the Hamiltonian, yielding
\[ H = \sum_{i=1}^{N} \sum_{k=1}^{n} \left( \frac{(p_k^i)^2}{2N_b m_i'} + \frac{m_i\omega_n'^2}{2}(q_k^i + q_{k+1}^i)^2 \right) + \frac{1}{n} \sum_{k=1}^{n} V(q_k^1, \ldots, q_N^k) \] (11.20)

where \( \omega_n' = \omega/\sqrt{n} = k_BT\sqrt{n}/\hbar \). Using this Hamiltonian the beads are thermostated at temperature \( T \). The bead mass is changed to \( N_b m' \) but as mentioned before, but this is of no consequence to the static properties.

The fact that two different schemes exist causes the literature to be very
confusing. Most contemporary work uses the $\beta = 1/k_B T$ scheme, but the RPMD method of Craig and Manolopoulos [354] and lecture notes by Markland use $\beta_n = 1/(k_B T N_b)$.

The code implements the “RPMD style” method with $\beta_n$. We have already described the “RPMD style” as thermostating the beads at a temperature of $N_b T$ instead of $T$. However, viewing it as a simulation at $N_b T$ can be confusing as we will show here. To better understand what is going on, one must use the the generalized virial theorem, sometimes also called the generalized equipartition theorem:

$$\left\langle x_i \frac{\partial H}{\partial x_j} \right\rangle = \frac{1}{\beta} \delta_{ij} \quad (11.21)$$

This theorem is proved by doing integration by parts on the canonical partition function. This theorem provides the rigorous link between the temperature and the kinetic energy of the system. For the “RPMD” method the theorem yields:

$$\left\langle \sum_i \sum_j (p_i^j)^2 \right\rangle = \frac{3 N N_b^2 k_B T}{2} \quad (11.22)$$

Whereas in method 2 we obtain the more expected form:

$$\left\langle \sum_i \sum_j (p_i^j)^2 \right\rangle = \frac{3 N N_b k_B T}{2} \quad (11.23)$$

Another way to look at what is going on is to look at the centroid virial theorem. For the “RPMD style” method the centroid equipartition theorem is

$$\left\langle \sum_i (p_i^c)^2 \right\rangle = \frac{3 N k_B T}{2} \quad (11.24)$$

whereas for method 2 the centroid equipartition theorem is

$$\left\langle \sum_i (p_i^c)^2 \right\rangle = \frac{3 N k_B T}{2 N_b} \quad (11.25)$$

\[\text{From this equation we can see that at a given temperature the “RPMD style” method has } N_b \text{ times the kinetic energy of method 1, (when simulating at the same } T) \text{ suggesting that this method actually may have better ergodicity (can explore phase space faster). However, at the same time the spring constants are larger by a factor of } N_b, \text{ so the system is more stiff. The two factors appear to cancel each other out, suggesting that both methods have the same ergodicity.}\]
These relations can be proved easily using $p_i^c = \frac{1}{N_b} \sum_{k}^{N_b} p_i^k$ and equation 11.21. Therefore we see that in RPMD the centroid variables follow the classical virial theorem whereas in method 2 they do not. This can be confusing, because if one used the classical virial theorem on the centroids for method 2 one would find they have a temperature of $T/N_b$ where $T$ is the bead temperature. In conclusion, the difference between the two methods is best viewed as a mathematical difference, and not a difference in the physics of the system.

11.1.2 Evolution of the free ring polymer

The evolution of the free ring polymer would make a good undergraduate physics problem. We sketch the solution here. The bead index will be $b$ and the spatial index $(x,y,z)$ will be $i$.

The potential energy of the system is:

$$V = \sum_b \frac{1}{2} m \omega_n^2 (q_i^b - q_i^{b+1})^2$$  \hspace{1cm} (11.26)

Using Newton’s 2nd law we find

$$\ddot{q}_i^b = \omega_n^2 (q_i^b - q_i^{b+1}) + \omega_n^2 (q_i^{b-1} - q_i^b)$$
$$= \omega_n^2 (q_i^{b+1} + q_i^{b-1} - 2q_i^b)$$  \hspace{1cm} (11.27)

This result can be recast as a matrix equation. The system can then be solved by finding the eigenvectors and eigenvalues of the matrix. However the general form of the eigenvectors and eigenvalues can be found for an arbitrary number of beads $N_b$, and with the general solution in hand there is no need to solve a matrix equation each time a number of beads is presented. Because there are $N_b$ independent variables, the theory of ODEs tells us that there should be $N_b$ linearly independent solutions. We assume a particularly simple form for these solutions:

$$q_i^b(t) = u_i^b(A \cos(\omega t) + B \sin(\omega t))$$  \hspace{1cm} (11.28)

Additionally, we assume that the amplitudes $u_i^b$ have a sinusoidal spatial dependence $u_i^b = e^{-ibk}$:

$$q_i^b(t) = e^{-ibk}(A \cos(\omega t) + B \sin(\omega t))$$  \hspace{1cm} (11.29)

Other equivalent choices are possible here (for instance we could have chosen $u_i^b = \sin(bk)$). By plugging 11.29 into 11.27 we find that this solution works.
as long as:
\[ \Omega^2 = 2\omega^2_n (1 - \cos(k)) \]  
\[ (11.30) \]
We also require periodic boundary conditions ( \( q_i^b = q_i^{b+N_b} \) ), which restrict the possible \( k \) to \( k = \frac{2\pi j}{N_b} \) where \( j = 1, 2, \cdots N_b \). We can recast 11.30 into a nicer form for computation by using the identity \( \cos(2x) = 1 - 2\sin^2(x) \), which leads to:
\[ \Omega_j = \pm 2\omega_n \sin \left( \frac{\pi j}{N_b} \right) \]  
\[ (11.31) \]
These are the frequencies of the \( N_b \) normal modes. Note that for every frequency \( \Omega_b \) there is another frequency \( \Omega_k = -\Omega_j \) corresponding to a two-fold degeneracy in the spectrum. For a single free ring polymer in normal modes the Hamiltonian becomes:
\[ H_i = \sum_{j=0}^{n-1} \left( \frac{\tilde{p}_j^2}{2m_i} \right) + \frac{1}{2} m_i \Omega_j^2 \tilde{q}_j^2 \]  
\[ (11.32) \]
Since these normal modes have simple harmonic oscillator Hamiltonian, they evolve the same way. The textbook propagation equation is:
\[ \begin{pmatrix} q(\Delta t) \\ \dot{q}(\Delta t) \end{pmatrix} = \begin{pmatrix} \cos(\Omega_j \Delta t) & 1/\omega_j \sin(\Omega_j \Delta t) \\ \omega_j \sin(\Omega_j \Delta t) & \cos(\Omega_j \Delta t) \end{pmatrix} \begin{pmatrix} q(0) \\ \dot{q}(0) \end{pmatrix} \]  
\[ (11.33) \]
An arbitrary starting configuration of the ring polymer will consist of a linear combination of the normal mode solutions. To find this linear combination we do a projection into the normal mode vector space, which is precisely a discrete Fourier transform.[86] Once in Fourier space, the normal mode components are evolved a time \( \Delta t \) according to 11.33 and then the result is transformed back into real space. In our code the FFT has not yet been implemented. Instead we use a transformation matrix:
\[ \tilde{q}_i = \frac{1}{\sqrt{N_b}} \sum_{i=1}^{N_b} O_{ij} q_i \]  
\[ \begin{pmatrix} q_i \\ \dot{q}_i \end{pmatrix} = \sqrt{N_b} \sum_{i=1}^{N_b} O_{ij} \begin{pmatrix} q_i \\ \dot{q}_i \end{pmatrix} \]  
\[ (11.34) \]

11.2 CMD vs. PIMD vs. RPMD

The literature on path integral methods is very large and difficult to navigate, in part because there are several different methodologies. However,
what appear to be very different methodologies are actually very closely related, as we will show in this section. Witt et. al note that “Mathematically, only the choice of the fictitious mass matrix \( M \) and the use of thermostats set apart PIMD, CMD and PIMD, whereas conceptually the methods differ dramatically.”[355] The difference between the methods really only amounts to a difference in mass rescaling. Differences in terminology obscure this fact, however.

Recall that when momentum was added (eqn. 11.14) the masses \( m'_j \) of the beads were arbitrary. The effect of changing the fictitious mass of the \( j \)th normal mode can be seen by starting with the ring polymer Hamiltonian in normal mode space. For simplicity we consider a single ring polymer in free space:

\[
H = \sum_{j=0}^{n-1} \frac{(\tilde{p}^j)^2}{2m'_j} + \frac{1}{2} m \Omega_j^2 (\tilde{q}^j)^2
\]  

(11.35)

From Hamilton’s equations (\( \dot{q} = \partial H / \partial p, \dot{p} = -\partial H / \partial q \)) we get the following equations of motion:

\[
\dot{\tilde{q}}^j = \frac{\tilde{p}^j}{m'_j}
\]  

(11.36)

\[
\dot{\tilde{p}}^j = -m \Omega_j^2 \tilde{q}^j
\]  

(11.37)

Now we set our artificial masses \( m'_j \) to \( \sigma_j m \). We call \( \sigma_j \) the “mass rescaling factor”. The effect of \( \sigma_j \) can be seen by looking taking the time derivative of 11.36 and substituting 11.37 into 11.36:

\[
\ddot{\tilde{q}}^j + \Omega_j^2 \tilde{q}^j = 0
\]  

(11.38)

This is the equation of motion of a harmonic oscillator with frequency

\[
f_j = \frac{\Omega_j}{\sqrt{\sigma_j}}
\]  

(11.39)

Many different choices for \( \sigma_j \) are possible. These choices will be discussed in the following sections.
11.2.1 Path integral molecular dynamics

The authors of the original PIMD approach[353] choose to bring all of the non-centroid frequencies to the value of $\omega_n$ by setting

$$\sigma_j = \begin{cases} 1 & j = 0 \\ \Omega_j^2/\omega_n^2 & j \neq 0 \end{cases}$$

(11.40)

The frequency $\omega_n$ lies in the middle of the unscaled frequency spectrum. The other ingredient to PIMD is to attach thermostats to each degree of freedom to overcome the ergodicity problems first pointed out by Hall and Berne (1984).[356] This results in the introduction of a large number of extra degrees of freedom, especially when using Nosé-Hoover chains, where a chain length of 4 is typical. As an example, with 4 chains, 30 beads, and 128 H$_2$O molecules this results in $4 \times 30 \times 128 \times 3 \times 3 = 138,240$ extra degrees of freedom. Updating these degrees of freedom takes time, but the extra time is usually insignificant compared to the force calculation routine. For fast force routines, Langevin thermostating can be used instead.

11.2.2 Partially adiabatic centroid molecular dynamics

A large class of choices for $\sigma_j$ fall under the heading of “partially adiabatic centroid molecular dynamics” or PA-CMD, first introduced by Hone, Rossky and Voth (2006).[357] In this approach, the frequencies of the normal modes are scaled above the highest frequency of interest in the system. This is done so that the normal mode frequencies will not contaminate the frequency spectrum of the system.

A possible choice of $\sigma_j$ for PA-CMD was suggested by Haberhon, Fanourgakis and Manolopoulos (2008):[358]

$$\sigma_j = \begin{cases} 1 & j = 0 \\ \frac{(\Omega_j^2/\beta h)^2}{N_b^{2N_b/(N_b-1)}} & j \neq 0 \end{cases}$$

(11.41)

This choice brings the beads to a frequency of $f = N_b^{N_b/(N_b-1)}/\beta h$ which satisfies $hf > N_b k_B T$. Thus assuming that $N_b$ is chosen to satisfy the convergence criteria, this also guarantees that $f$ is above the highest frequency of interest in the system. They also note that this case keeps the determinant of the Parrinello-Rahman mass matrix the same, thus ensuring that $Z_n$ retains the correct normalization.[358] (Other authors ignore the normalization of $Z$ - it does not affect the form of estimators for thermodynamic properties.) Addi-
tionally, $f < 2\omega_n$, where $2\omega_n$ is the highest normal mode in the case that all the masses equal the physical mass. Thus, by using this prescription one can use the same timestep as one would normally use.

More generally, one can consider shifting the masses as

$$\sigma_j = \begin{cases} 1 & j = 0 \\ \gamma^2 \frac{\Omega_j}{\omega_n} & j \neq 0 \end{cases}$$

(11.42)

$\gamma$ is called the adiabaticity parameter. $\gamma$ rescales the frequencies to $\omega_n/\gamma$. Here we use the original notation of Hone et al.[357] Confusingly, Witt et al. define the adiabaticity parameter to be $\gamma' = 1/\gamma$.

### 11.2.3 Ring polymer molecular dynamics

Craig and Manolopoulos (2004) argued that the best way to accurately capture quantum dynamics is to give each bead the physical mass:[354]

$$\sigma_j = \begin{cases} 1 & j = 0 \\ 1 & j \neq 0 \end{cases}$$

(11.43)

In this scheme each bead is supposed to capture the physical dynamics so thermostating is not recommended. To achieve ergodic sampling one must sample many different initial conditions, for instance by running a thermostated MD run and then using many frames from the trajectory to start RPMD runs. However, RPMD spectra are plagued by contamination by the normal mode frequencies which span the entire spectrum from 0 to $\omega_n$.

### 11.2.4 Centroid molecular dynamics

An entirely different way of formulating path integral MD based on the centroid variables was introduced by Cao and Voth (1996).[359][360] Cao and Voth reformulated quantum statistical mechanics in terms of the centroid which feels a force from a quantum effective potential, also called the potential of mean force. CMD corresponds to an idealized limit where $\gamma \to 0$ or in other words, a limit where the masses of the non-centroid modes go to zero and they become completely adiabatically decoupled. In this limit, the non-centroid modes sample the effective potential completely and generate the effective force on the centroid. In practice all CMD runs use a non-zero $\gamma$. Because the non-centroid modes are scaled to very high frequency, very short time steps are required, leading to a severe increase in computational cost. CMD is of interest among
those studying time correlation functions since it performs better compared to PIMD and RPMD.\cite{357} It is often remarked that only CMD has been proven to yield the exact quantum correlation function in the limit $t \to 0$ for a general anharmonic potential (as the number of beads is increased to infinity). PA-CMD or RPMD have only been proven to yield the correct correlation function in the harmonic, classical and free particle limits, and not the $t \to 0$ anharmonic limit.\cite{357} In our view PA-CMD is therefore preferable to RPMD, especially because it was shown to perform slightly better at longer times.\cite{357} On the other hand, it was shown that RPMD has a smaller leading error in the short time limit for both harmonic and anharmonic potentials compared with CMD.\cite{361} The issue of how accurately either RPMD or PA-CMD can capture quantum time correlation functions and remains a subject of debate.\cite{357} and more accurate methods are under development.\cite{362}

11.2.5 Comparison of methods

The PIMD code (discussed below) allows one to rescale the masses and test the different methods. Out of the four methodologies presented, in general we argue that PACMD is the best, since it removes the spurious normal mode frequencies from the system while still allowing one to use the same timestep as RPMD. All these methods have been proven to be exact in the classical and free particle limit and $t \to 0$ harmonic cases.

11.3 Convergence criteria

11.3.1 Number of beads

The case of a PIMD ring polymer in a harmonic potential at temperature $T$ can be solved exactly in the $n \to \infty$ (full quantum) limit. Therefore, by evaluating the performance of PIMD method at reproducing the energy of the harmonic oscillator one can derive the following convergence criteria:

$$n > \frac{\hbar \omega_{\text{max}}}{k_B T}$$  \hspace{1cm} (11.44)

$$k_B (n T) > \hbar \omega_{\text{max}}$$  \hspace{1cm} (11.45)

Here $\omega_{\text{max}}$ is the highest frequency in the system. The interpretation of this formula is that the thermal energy of each bead ($k_B (n T)$) must be greater than the harmonic oscillator level spacing of the highest frequency oscillation in the system. As $n$ is increased the effective temperature of the bead is
increased until the dynamics of each bead becomes classical. In water, eqn. 11.44 suggests using $\approx 30 - 40$ beads for capturing the OH stretch motion. In the literature, however, many authors use less beads – older studies, which tend to focus on static properties, often only used about 5 beads.\textsuperscript{[363]} A later study which looked at the interaction energy vs number of beads showed that at least $n = 25$ is required for convergence.\textsuperscript{[364]}

### 11.3.2 Timestep

As far as the timestep, when one is using an analytic method to evaluate the propagation of the ring polymer (either normal mode variables or staging variables) then in principle one can use the same timestep one uses in a classical MD simulation (ie. 0.005 fs for flexible and 1-2fs for rigid models). However, in practice most practitioners reduce the timestep when running PIMD. This helps avoid resonance phenomena which occur when a normal mode frequency is close to the inverse timestep $1/\delta t$. Many different choices of timestep can be found in the literature, some as low as .001 fs. We found that TTM3F RPMD runs OK with a timestep of 0.5 fs with up to 16 beads but will encounter resonance issues with 32 beads, requiring reduction of the timestep to 0.25 fs. A resonance occurs suddenly and at random, and is catastrophic to the simulation. In one case, what is believed to be a transient resonance was observed when running 32 beads with $\delta t = 0.5$ fs, where the temperature suddenly increased to 3500 K before quickly falling back. Interestingly, we found a timestep of 0.5 fs is perfectly stable with 32 beads and PA-CMD, which is another reason we find this method to be superior to RPMD.

### 11.4 The curvature problem

We make a detour at this point to discuss an issue with PIMD simulations which is rarely discussed but in principle is always present. The “curvature problem” is most easily visualized in the limit that the OH bond becomes very stiff, but it is not restricted to this case. In this case, the path integral beads are confined to the surface of a sphere whose radius is determined by the OH bond length (neglecting the H-H potential for simplicity). Due to the curvature of the sphere, the centroid will lie somewhere inside the sphere, effectively making the OH bond shorter as measured by the centroid. If one observes the infrared spectra of a single flexible water molecule one finds two regimes - a regime where the OH stretching peak shifts linearly with temperature and a regime at lower temperature where the shift becomes highly nonlinear. This nonlinear behaviour and an associated
broadening of the peak are due to the curvature problem. Fortunately it only becomes problematic at low temperatures. For a single flexible water molecule, the threshold of the nonlinear regime is around 220 K. For the case of rigid models it may be possible to rectify this issue through a modification of the method. For instance, a special formulation of PIMD in curvilinear coordinates was developed for the simulation of rigid rotors to solve this issue, but only through the painstaking addition of complicated coordinate transformations. The curvature problem was investigated in detail by Paesani and Voth (2009). The conclusion was that the curvature problem is greater in harmonic potentials and less of a problem in anharmonic problems. The reason for this is simply due to the fact that anharmonic potentials include a more physically realistic repulsive potential at small $r_{\text{OH}}$. The conclusion of Paesani & Voth is that the effects of the curvature problem (redshifting and broadening) are negligible for simulations at ambient temperature when an anharmonic OH potential is used. For the purely harmonic potential SPC-f, we found that the curvature problem is problematic even at 300 K.
11.5 Calculating observables in PIMD

11.5.1 The radius of gyration

Figure 11.1: A plot of equation 11.48 for the radius of gyration vs. temperature.

The effective size of the ring polymer can be found by calculating the root mean square displacement of beads from the center of the ring, also called the “radius of gyration”. The average radius of gyration can be calculated as:

$$r_{\text{gyr}} = \frac{1}{NN_b} \sum_{i=1}^{N} \sum_{j=1}^{N_b} ||r_i^j - r_i^c||$$ (11.46)

In general, the beads will not be spherically distributed. To see this one can calculate a radius of gyration tensor[367]:

$$r_{lk}^2 = \frac{1}{N_b} \left\langle \sum_{j=1}^{N_b} (r_l^j - r_l^c)(r_k^j - r_k^c) \right\rangle$$ (11.47)

Where $l, k \subset x, y, z$. This tensor can be diagonalized into three principle components. This analysis has been done before to study how the hydrogen atom delocalizes in liquid water.[367] Not surprisingly, one finds that the hy-
The hydrogen atom is mostly delocalized along the axis perpendicular to the OH and HH vectors. This direction is called the “flap” direction. The reason for this delocalization is clear when one considers that in the OH-bond direction, the hydrogen atom finds itself confined in a rather steep well. In the perpendicular direction in the HOH plane the hydrogen atom encounters repulsion from the other hydrogen atom. In the “flap” direction, however, there is only free space so naturally the ring polymer spreads most in this direction.

The radius of gyration for the free ring polymer at temperature \( T \) in the exact \((N_b \to \infty)\) limit is:

\[
 r_{\text{gyr}} = \frac{\Lambda(T)}{\sqrt{8\pi}}
\]  
(11.48)

where \( \Lambda(T) \) is the quantum thermal de Broglie wavelength:

\[
 \Lambda(T) \equiv \frac{\hbar}{\sqrt{2\pi mk_B T}}
\]  
(11.49)

Equation 11.48 is plotted in figure 11.5.1 for hydrogen, deuterium and oxygen.

### 11.5.2 Estimators

A good description of estimators can be found in Tuckerman (2008).\[86\]

Estimators follow from the equation

\[
 \langle \hat{A} \rangle = \frac{1}{Z} \text{Tr} [ \hat{A} e^{-\hat{H}} ]
\]  
(11.50)

The energy estimator and pressure estimator can be derived using the thermodynamic relation

\[
 E = -\frac{1}{Z} \frac{\partial Z}{\partial \beta_n}
\]  
(11.51)

Using this relation results in the “primitive estimator” for the energy:

\[
 E_s = \frac{1}{N_b} \left[ \frac{3N N_b k_B T}{2} - \frac{1}{2} \sum_{i=1}^{N} \sum_{k=1}^{N_b} m_i \omega_n^2 (r_{i,k+1}^k - r_{i,k}^k)^2 + \sum_{k=1}^{N_b} U(r_1^k, \ldots, r_N^k) \right]
\]  
(11.52)

The factor of \( 1/N_b \) in the front is only included for “RPMD style” PIMD, where \( \beta_n = \beta/N_b \) the bead temperature is \( N_b T \). The estimator for the kinetic energy is:

\[
 E_k = \frac{3N N_b k_B T}{2} - \frac{1}{2} \sum_{i=1}^{N} \sum_{k=1}^{N_b} m_i \omega_n^2 (r_{i,k+1}^k - r_{i,k}^k)^2
\]  
(11.53)
The first term in eqn. 11.53 is the classical kinetic energy, so the second term is known as the “quantum kinetic energy”.

The pressure estimator can be derived using

\[ P = \frac{k_B T \partial Z}{Z \frac{\partial Z}{\partial V}} \]  

(11.54)

The volume dependence of \( Z \) can be made explicit by switching to scaled variables which are a canonical transformation:

\[ s^k_i = V^{-1/3} q^k_i \]

\[ \pi^k_i = V^{1/3} p^k_i \]  

(11.55)

These variables preserve the form of the phase space volume element. The resulting primitive estimator for the pressure can be found in (Cao, 1989). [368]

It turns out the primitive estimators for energy and pressure converge extremely slowly. Therefore, “virial estimators” (derived from the virial equation) are preferred. The virial energy estimator is:

\[ E_{\text{vir}} = \frac{3Nk_B T}{2} + \frac{1}{N_b} \sum_{k=1}^{N_b} \sum_{i=1}^{N} \frac{1}{2} (r^k_i - r^c_i) \frac{\partial U}{\partial r^k_i} + \frac{1}{N_b} \sum_{k=1}^{N_b} U(r^k_1, \cdots, r^k_N) \]  

(11.56)

The virial estimator for the pressure is:

\[ P_{\text{vir}} = \frac{3Nk_B T}{V} + \frac{1}{N_b V} \sum_{i=1}^{N} r^c_i \cdot \sum_{k=1}^{N_b} \frac{\partial U}{\partial r^c_i} \]  

(11.57)

The primitive pressure estimator and virial estimators for the energy and pressure involve calculation of the virial \( \sum -r^k_i \cdot \nabla U \). One runs into a problem when trying to apply this formula to systems with periodic boundary conditions, which is that the coordinate \( r^k_i \) is not properly defined in an absolute coordinate system. Another way to see the problem is to note that there is no obvious notion of a surface term when using periodic boundary conditions, and the presence of a surface term in the virial equation of state is what makes the pressure nonzero. [61]

Using a bit of algebra one can show the following relation: [61]

\[ \sum_i r_i \cdot F_i = \frac{1}{2} \sum_{i,j,i \neq j} r_{ij} \cdot F_{ij} \]  

(11.58)

By rewriting the virial in this way, we can properly compute it with periodic boundary conditions, where \( r_{ij} \) refers to the distance between \( r_i \) and the nearest image of \( r_j \).
A few other estimators not discussed here have been derived, for instance for the heat capacity.[369] To our knowledge no estimator for the dielectric susceptibility has been derived, although the early work of Parrinello & Rahman contains a derivation of an estimator for the magnetic susceptibility.[353]

11.5.3 The dipole moment

There are two ways to calculate the dipole moment – the first is to simply use the centroids:

\[ \vec{\mu}_i = \mu(\bar{\vec{r}}_O, \bar{\vec{r}}_{H1}, \bar{\vec{r}}_{H2}) \]

\[ \bar{\vec{r}}_i = \frac{1}{N_b} \sum_{j=1}^{N_b} \vec{r}_j^i \]  

(11.59)

The second way is to calculate it for each the beads in each “image” (or imaginary time slice) and then average them:

\[ \mu_i = \frac{1}{N_b} \sum_{j=1}^{N_b} \mu(\vec{r}_j^O, \vec{r}_j^{H1}, \vec{r}_j^{H2}) \]  

(11.60)

For a linear dipole function the results are the same, but for a non-linear dipole function, such as in TTM3F, the results are not guaranteed to be the same. Habershon et al. note that “neither is particularly well justified” and choose method 1 since it is the one most commonly employed in CMD for non-linear operators. We implemented the second method because it was easier to implement - recalculating the dipole moment for TTM3F based on the centroids requires an additional dipole calculation. In practice no difference is observed between these two methods.[370]

11.6 The PIMD-F90 code

![Illustration of the interaction of two atoms in PIMD, each represented by ring polymers.](image)
A Fortran-90 code was written to implement the PIMD method described above. The code is open source and available at https://github.com/delton137/PIMD. The program uses a variable format input file, the specification of which are provided in appendix C. The force calculation routine was parallelized by performing the force calculations of each bead image on a separate processor. In the case that the number of beads is not equal to the number of processors, the work is divided accordingly.

11.6.1 Validation of energy & pressure

<table>
<thead>
<tr>
<th>( N_b )</th>
<th>( E_{\text{gas}} )</th>
<th>( E_{\text{liq}} )</th>
<th>( E_{\text{liq}} - E_{\text{gas}} )</th>
<th>( P ) (bar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30.55 (30.55)</td>
<td>-7.1</td>
<td>-10.6 (-10.7)</td>
<td>3.4 (54)</td>
</tr>
<tr>
<td>2</td>
<td>5.27 (5.18)</td>
<td>-40.5</td>
<td>-9.77 (-10.0)</td>
<td>(16)</td>
</tr>
<tr>
<td>3</td>
<td>6.84</td>
<td>-2.88</td>
<td>9.8</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>7.92 (7.82)</td>
<td>-1.89</td>
<td>-9.81 (-9.77)</td>
<td>-75 (-116)</td>
</tr>
<tr>
<td>4</td>
<td>-1.61</td>
<td>\quad</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>11.2 (11.0)</td>
<td>1.43</td>
<td>-9.77 (-10.0)</td>
<td>-53 (-138)</td>
</tr>
<tr>
<td>16</td>
<td>13.4 (130.5)</td>
<td>(10.4)</td>
<td>152</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>14.4 (14.6)</td>
<td>60.5</td>
<td>(-10.7)</td>
<td>50 (-271)</td>
</tr>
<tr>
<td>48</td>
<td>15.0</td>
<td>\quad</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>15.1</td>
<td>\quad</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 11.1: Data from runs of 128 molecules of TTM3F at 300 K in gas phase and liquid phase with a density of .997 kg/L. Values in parenthesis are the results from the original TTM3F paper.[17] All energies in kcal/mol. The energy converged quickly in 2-20 ps, but converging the pressure was much more difficult and required longer runs.

<table>
<thead>
<tr>
<th>( N_b )</th>
<th>( E_{\text{gas}} )</th>
<th>( E_{\text{liq}} )</th>
<th>( E_{\text{liq}} - E_{\text{gas}} )</th>
<th>( P ) (bar)</th>
<th>notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.62</td>
<td>-7.26</td>
<td>10.9</td>
<td>.27</td>
<td>( \rho = .994 \text{ kg/L}, 60 \text{ ps} )</td>
</tr>
<tr>
<td>1</td>
<td>5.29</td>
<td>-7.27</td>
<td>1.18</td>
<td>.08</td>
<td>( \rho = .997 \text{ kg/L}, 177 \text{ ps} )</td>
</tr>
<tr>
<td>4</td>
<td>7.93</td>
<td>\quad</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>110.25</td>
<td>\quad</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>130.55</td>
<td>\quad</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 11.2: Data from runs of 128 molecules of SPC/F at 300 K in gas phase and in liquid phase with a density of .997 = kg/L unless otherwise specified.

The energy (computed via the primitive or virial energy estimator) provides one of the best gauges for the performance and convergence of a PIMD code.
Table 11.6.1 shows energies and pressures for different number of beads in the gas and liquid phases of TTM3F. There is good agreement with previously published results for TTM3F and convergence of the energy in gas phase is achieved with 32 beads. Table 11.6.1 shows similar results for SPC/f.

11.6.2 Radius of gyration

![Graph showing radius of gyration vs. number of beads for TTM3F at 300 K.](image)

Figure 11.3: The radius of gyration vs. number of beads for TTM3F at 300 K.

Figure 11.6.2 shows the convergence of the radius of gyration with number of beads. We see that based on this measure as few as 8 beads can give a satisfactory degree of delocalization although at least 16 are needed for full convergence. Some early authors focused on this quantity alone and incorrectly assumed that 4-8 beads were an adequate number.

11.7 The effect of nuclear quantum effects in water

11.7.1 Literature overview

PIMD has now been used extensively to study structural quantities such as the molecular volume, bulk modulus, and bond lengths in water and ice. PIMD simulations can yield insights into how quantum delocalization and tunneling effect these properties and how they change under isotopic substitution. Herrero & Ramirez (2014) have written a detailed review of the PIMD simulation work that has been done on ice.\cite{371}
11.7.2 Radial distribution functions

The introduction of nuclear quantum effects via PIMD with a classical forcefield results in destructuring of the RDFs.\textsuperscript{[372, 373]} The degree of destructuring in water at 300 K is small - for example the height of first and second O-O RDF peaks decrease by 1-3\%. In ice at 220 K this increases to an 8\% decrease.\textsuperscript{[374]} There are also small (but very important) shifts in the spacing of the peaks, which signal changes in the density of the liquid and relative strength of OH and hydrogen bonds. When calculating RDFs with PIMD/CMD, it is important to calculate the RDF for the bead positions and not the centroid. Although the centroid is sometimes described as the “physical” coordinate, the centroid-centroid RDF does not correspond to the physical (quantum) RDF.\textsuperscript{2}

Figure 11.4 shows the O-H and H-H RDFs for the SPC/F model of Toukan & Rahman (1985) vs number of beads.\textsuperscript{[376]} The RDFs we computed for one bead matches the RDF in the original SPC/F paper fairly closely. As can be seen in the 1 bead RDF, SPC/F is a poor water model since it produces an understructured liquid. Figure 12.9.2 shows the OO, HH, and OH RDFs for TTM3F.

\textsuperscript{2}This has been a point of confusion. For those wishing to do a deeper dive, the connection between the centroid RDF and the physical RDF is explained in detail by Blinov & Roy (2004).\textsuperscript{[375]}
Figure 11.5: O-O (top), H-H (middle) and O-H (bottom) RDFs for TTM3F at 300 K vs number of beads.
11.7.3 Infrared spectra

Infrared spectra were calculated using the quantum harmonic correction, otherwise the magnitude is much too low.

Figure 11.6: Preliminary simulations using TTM3F and RPMD. RPMD introduces normal mode contamination, as evidenced by the periodic bumps in the spectrum. For larger numbers of beads, the contamination appears to take the form of background noise in the smoothed spectrum.

Figure 11.7: Infrared spectra for TTM3F at 300 K, plotted on a log scale to show detail. Experimental data from Bertie & Lan, 1996.[15] PA-CMD was used, with normal mode frequencies scaled to 5000 cm$^{-1}$. 
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Figure 11.8: Infrared spectra for SPC/F at 300 K. Experimental data from Bertie & Lan, 1996.[15] PA-CMD was used, with normal mode frequencies scaled to 5000 cm$^{-1}$.

Figure 11.9: Infrared spectra for SPC/F at 300 K showing the dramatic difference between the use of Langevin and Nosé-Hoover bead thermostats. The Langevin thermostat samples PIMD phase space faster, but completely destroys the dynamics. However, when Langevin thermostating is done in normal mode space (such as the PILE thermostat) it can can be disabled on the centroid mode. In that case, the dynamics are preserved, as shown for TTM3F.
Figure 11.7.3 shows the infrared spectra for TTM3F. Since TTM3F is already so well tuned to reproduce such spectra, PIMD does not improve the model. The well known redshifting and broadening of the OH stretch mode due to NQEs is clearly visible.

11.7.4 Debye relaxation

As we showed earlier, TTM3F, TIP4P/2005f, and TIP4P/2005 all overestimate the Debye relaxation time by about 15%. It has been found that using PIMD simulation with rigid models typically results in a 10-30% reduction in the Debye relaxation times and single molecule reorientation times, yielding better agreement with the experimental values.\cite{364} In TTM3F, however, the inclusion of quantum effects with 32 beads results in single molecule relaxation times which are essentially the same at room temperature, but which are faster at lower temperatures.\cite{377}

11.7.5 Diffusion constant

Similar to the increase in dipole relaxation time, PIMD increases the diffusion constant by $\approx 40\text{-}50\%$ at 300 K.\cite{364, 378, 379, 374, 380, 381} Unfortunately, this increase in diffusion makes the models less physically accurate. The validity of prior studies using PIMD was questioned by Habershon, Markland, and Manolopoulos.\cite{358} There are several reasons for this dramatic increase in diffusion. The oft-cited reason is the weakening of the H-bonds, which can be due to delocalization or due to a shorter OH distance, depending on the model being used. Another more general explanation is that PIMD results in effective smoothing of the potential energy surface, since the effective force on the centroid is an “average” of the forces experienced by different beads. This results in a potential energy surface with lower maxima and higher minima, and thus atoms (and molecules) have more freedom to move. The lowering of potential energy maxima is sometimes interpreted as “effective tunneling”.\cite{382}

11.8 The effects of isotopic substitution

The PIMD code contains an option to change the mass of hydrogen, which allows one to simulate the effects of the isotopic substitution of deuterium or tritium. In classical molecular dynamics, substituting deuterium for hydrogen does not change the structure of the liquid, and only slows the dynamics. In PIMD simulation, however, important changes to the structure and dynamics of the liquid can be observed.
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H2O D2O T2O ∆

\[
\text{H} \rightarrow \text{D} \text{ref.}
\]

<table>
<thead>
<tr>
<th>model</th>
<th>(V_{\text{H2O}}^{\text{class}})</th>
<th>(V_{\text{H2O}}^{\text{quan}})</th>
<th>(V_{\text{D2O}}^{\text{quan}})</th>
<th>ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>q-TIP4P/2005f</td>
<td>30.98</td>
<td>32.30</td>
<td>32.13</td>
<td>ice, QHA [389]</td>
</tr>
<tr>
<td>TTM3F</td>
<td>31.66</td>
<td>31.67</td>
<td>31.67</td>
<td>ice, QHA [389]</td>
</tr>
<tr>
<td>TTM3F</td>
<td>30.08</td>
<td>29.43</td>
<td>liquid, 298 K [17]</td>
<td></td>
</tr>
<tr>
<td>TTM2.1F</td>
<td>280.54</td>
<td>29.15</td>
<td>28.92</td>
<td>liquid, 298 K [390]</td>
</tr>
<tr>
<td>expt.</td>
<td>29.94</td>
<td>29.99</td>
<td>liquid, 298 K</td>
<td></td>
</tr>
</tbody>
</table>

Table 11.4: Quantum effects on the volume (in Å\(^3\)) per molecule.

### 11.8.1 Thermodynamic properties

Isotopic substitution changes the phase transition temperatures of water, as shown in table 11.8.1. With the exception of the critical temperature, important points on the phase diagram are shifted to higher temperatures for D2O. This effect has been captured via PIMD simulation with the q-TIP4P/2005f model, where it is found that D2O increases the melting point of the model by 60.5 degrees.[387] q-TIP4P/2005f has been reparameterized for D2O and T2O to better capture the isotopic shifts in the melting point and temperature of maximum density.[388] Nuclear quantum effects increase the volume of ice by about 1% over the value expected from an extrapolation from higher temperatures. This “anomalous zero-point volume expansion” is found in many materials and is especially pronounced in atomic solids such as Neon. Recently, Pamuk, et al., showed that this anomalous volume expansion is itself anomalous in water.[389] According to the usual quantum volume expansion, D2O should have a smaller volume per molecule than H2O, since NQEs are less pronounced in D2O. However, experimentally at very low temperatures (10 K), the volume per molecule of D2O ice is greater than H2O by about 0.1%. Intriguingly, this effect becomes larger at higher temperatures – near the melting point of ice it D2O has a volume that is 40.5% higher. Lesser known is
that this same effect appears in liquid water - the volume per molecule of D2O water is about 0.1% larger than in H2O! This effect is not captured by classical models such as TIP4P/2005f or TTM3F.[389]

11.8.2 Dielectric properties of ice

The first reported measurements to compare the dielectric constants of H2O and D2O was performed by Auty & Cole (1952).[391] They found that the dielectric constant of D2O was somewhat smaller than H2O at all temperatures (≈ 3% smaller at -20 C). Johari & Jones (1976) found values of the dielectric constant for D2O to be about 8% larger than those measured by Auty & Cole.[392] The data of Auty & Cole was called into question, since their values for H2O ice were systematically lower than other authors by 3% to 5% (while the other authors agreed within 1%). Contrary to the finding of Auty & Cole, Johari & Jones found that D2O ice has a dielectric constant which is 7% higher, which may “indicate a 4% higher effective dipole moment in D2O ice compared with H2O ice”. Johari & Jones found that the high frequency dielectric constant of D2O is about 3% smaller at all temperatures.[392]

The data of Kawada shows the isotopic effects found in other hydrogen-bonded systems - an increase in the Curie temperature and dielectric constant. More specifically, $T_C$ was raised from 46 K to 55 K, or in other words $T_C(D)/T_C(H) = 1.2$.[393] This value can be compared with normal order-disorder ferroelectrics, which typically have $T_C(D)/T_C(H) = 1.02 - 1.08$ and KDP materials, which have $T_C(D)/T_C(H) = 1.6 - 1.7$.[393] Early experimental data indicated a wide range of values for $T_c$, ranging from -146 to 30 K.[394] (A $T_c$ below 0 indicates there is no ferroelectric transition.) The data of Johari and Jones (1976) yield $T_c = 27 \pm 1$ K for D2O.[395] A later study by Johari & Whalley (1981) found $T_c = 6.2 \pm 1.7$ K for H2O and their review of previous experiments up to 1981 found an average of $T_c = 15 \pm 11$. Since Kawada et al. used single crystal samples, he was able to observe significant anisotropy in the dielectric constant. They found that upon isotopic substitution $\varepsilon_\perp$ does not change but $\varepsilon_\parallel$ increases, resulting in an increase in anisotropy.

Other differences between H2O and D2O are the ice-XI transition temperature (70 K for H2O and 76 K for D2O)[384, 383, 385, 397] and the dielectric relaxation time, which is about 40% slower in D2O ice.[395]

3To a good approximation the temperature dependence of the dielectric constant of ice follows the Curie-Weiss law:

$$\varepsilon - \varepsilon_\infty = \frac{A_c}{T - T_c}$$

(11.61)
11.8.3 Liquid structure

We find the q-TIP4P/2005f model shows an increase in both hydrogen bond length (1.82 → 1.84) and covalent bond length (.963 → .977) upon the inclusion of NQEs. As we explain in the next chapter, this is unphysical. Likewise, it shows a slight decrease in both hydrogen bond length (1.84 → 1.83) and covalent bond length (.977 → .974) upon isotopic substitution of deuterium. In figure 11.8.4 we compare the RDFs of H2O and D2O for TTM3F at 300 K with 32 beads.

11.8.4 Dipole moments & dielectric constant

<table>
<thead>
<tr>
<th></th>
<th>H2O</th>
<th>D2O</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>ice Ih ε(0)(-25 C)</td>
<td>98</td>
<td>96</td>
<td>Auty &amp; Cole, 1952 [391]</td>
</tr>
<tr>
<td></td>
<td>103</td>
<td>110</td>
<td>Johari, et al. 1976 [392]</td>
</tr>
<tr>
<td></td>
<td>103</td>
<td>107</td>
<td>Kawada, 1979 [393]</td>
</tr>
<tr>
<td>liquid ε(0) (25 C)</td>
<td>78.39</td>
<td>78.06</td>
<td>Vidulich et al. 196 [398]</td>
</tr>
<tr>
<td></td>
<td>78.39</td>
<td>78.06</td>
<td>Kawada et al. 1979 [393]</td>
</tr>
<tr>
<td>gas phase µ (D)</td>
<td>1.8546(4)</td>
<td>1.8545(4)</td>
<td>Dyke &amp; Muenter, 1973 [399]</td>
</tr>
<tr>
<td></td>
<td>1.8546(6)</td>
<td>1.8558(21)</td>
<td>Clough, 1973 [400]</td>
</tr>
<tr>
<td></td>
<td>1.85498(9)</td>
<td>1.84(1)</td>
<td>Shostak, 1991 (IAPWS value) [401]</td>
</tr>
<tr>
<td></td>
<td>1.84(1)</td>
<td>1.84(1)</td>
<td>Groves &amp; Sugden, 1936 [402]</td>
</tr>
<tr>
<td>gas phase rOX (Å)</td>
<td>0.9724</td>
<td>0.9687</td>
<td>Cook, 1974 [403]</td>
</tr>
<tr>
<td>gas phase θXOX</td>
<td>1040.50</td>
<td>104.3</td>
<td>Cook, 1974 [403]</td>
</tr>
</tbody>
</table>

Table 11.5: Experimental dielectric constants for H2O & D2O in the solid (polycrystalline ice Ih), liquid, and gas phases, and dipole moments and geometry in the gas phase.
Figure 11.10: RDFs for TTM3F at 300 K comparing H2O and D2O. In these results the OH and OD bond lengths are nearly identical.

Figure 11.11: Gas phase dipole moments for TTM3F vs number of beads at 300 K.
Table 11.6: Classical (1 bead) and quantum (32 bead) dielectric constants. As pointed out by Burnham et al., the error bars in $\varepsilon(0)$ reported in the work of Paesani et al. appear to be too low by a factor of 5, so we have corrected them accordingly.\textsuperscript{[18]}

<table>
<thead>
<tr>
<th>phase</th>
<th>model</th>
<th>temp</th>
<th># beads</th>
<th>$\varepsilon(0)^{\text{class}}_{\text{H2O}}$</th>
<th>$\varepsilon(0)^{\text{quant}}_{\text{H2O}}$</th>
<th>$\varepsilon(0)^{\text{quant}}_{\text{D2O}}$</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>gas, 300 K</td>
<td>SPC/F</td>
<td>300</td>
<td>32</td>
<td>94±1</td>
<td>81±2</td>
<td>this work</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SPC/Fw</td>
<td>300</td>
<td>8</td>
<td>80±8</td>
<td>67±9</td>
<td></td>
<td>[404]</td>
</tr>
<tr>
<td></td>
<td>TTM3F</td>
<td>300</td>
<td>32</td>
<td>82±1</td>
<td>60±1</td>
<td>this work</td>
<td></td>
</tr>
<tr>
<td></td>
<td>q-TIP4P/2005f</td>
<td>298</td>
<td>32</td>
<td>58±1</td>
<td>60±3</td>
<td>this work</td>
<td>[127]</td>
</tr>
<tr>
<td></td>
<td>q-SPC/Fw</td>
<td>298</td>
<td>32</td>
<td>60±3</td>
<td>90±3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RWK2</td>
<td>300</td>
<td>8</td>
<td>80±2</td>
<td>64±4</td>
<td></td>
<td>[405]</td>
</tr>
<tr>
<td></td>
<td>TTM2.1-F</td>
<td>298</td>
<td>32</td>
<td>67±10*</td>
<td>74±10*</td>
<td>71±10*</td>
<td></td>
</tr>
</tbody>
</table>

Table 11.7: Classical (1 bead) and quantum dipole moments and standard deviations. *Haberson, et al. use a ring polymer contraction scheme with a cutoff of 5Å.
Table 11.8.4 shows experimental values for $\varepsilon(0)$ for H$_2$O and D$_2$O. As expected the O-H distance is slightly longer than the O-D distance, and the HOH angle is slightly larger than the DOD angle. A larger O-X distance does not always imply a larger dipole moment. At some $r_{OX}$, the dipole moment must reach a maximum, since the charge on the isolated atoms is zero. In HCl, experimentally it appears that the maximum is close to the equilibrium bond length, so nuclear quantum effects actually cause the dipole moment to decrease. The dipole moment of HCl is smaller than DCl by about 0.5%.[410]

An even larger effect ($\approx -5\%$) is seen when comparing the dipole moments of NH$_3$ and ND$_3$.

Does the dipole moment of the water molecule change with isotopic substitution? There are very few measurements of the dipole moment of D$_2$O in the literature. The work of of Dyke & Muenter and Clough et al. (both using the Stark effect to infer the equilibrium dipole moment) both found that the dipole moment of D$_2$O is slightly larger, but the increase is within the experimental error bar.[399, 400] The theoretical work of Kern & Matcha (1968) indicates that zero point motion decreases the equilibrium dipole moment of water, to a larger degree in H$_2$O than D$_2$O (-0.0171 vs. -0.0129).[411] Tables 11.8.4 and 11.8.4 show the effect of PIMD on the dipole moment and dielectric constant. The dielectric constant of D$_2$O water is almost exactly the same as H$_2$O, but is a tiny bit (.4\%) smaller, which is consistent with the idea that the dipole moment of D$_2$O should be a tiny bit smaller. However, as we will see, there are theoretical reasons to believe that isotopic substitution affect both the liquid phase dipole moment and liquid structure and the two effects may work in opposite directions.

Tables 11.8.4 and 11.8.4 show dipole moments and dielectric constants for H$_2$O and D$_2$O obtained from PIMD simulation. Clearly, the effect of isotopic substitution on these quantities varies with the model. SPC/F shows a reduction in both dipole moment and dielectric constant, consistent with the finds of Lombaugh et al.[404] This reduction may be related to the fact that in SPC/F the OH distance decreases when PIMD is used (see fig. 11.4) because of the curvature problem, which is greatly exacerbated by the use of a purely harmonic potential (see sec. 11.4). Lombaugh et al. subsequently reparameterized SPC/F to better reproduce the dielectric constant with PIMD, resulting in q-SPC/F.[404] In TTM2.1F, which has an anharmonic OH potential, the dipole moment is also seen to decrease with the inclusion of NQEs. Intriguingly, however, the dielectric constant of TTM2.1F is observed to increase slightly, although as pointed out by Burnham et al. the error bars are likely around $\pm 10$ rather than the $\pm 2$ that was reported, so the difference is not statistically significant.
For the first time, we computed the dipole moment and dielectric constant with TTM3F with PIMD. We find the dipole moment increases, but surprisingly, the dielectric constant decreases slightly.

11.8.5 Infrared spectra

Figure 11.12: Infrared spectra from PIMD simulations of TTM3F at 300 K showing the effect of isotopic substitution. Number refers to number of beads (8 vs 32).

Figure 11.8.5 compares the infrared spectra of H2O and D2O for TTM3F. The first interesting thing to note is that the frequency shifts do not obey the relation for the simple harmonic oscillator $\frac{\omega_{\text{H}_2\text{O}}}{\omega_{\text{D}_2\text{O}}} = \sqrt{2} \approx 1.41$. More exactly, comparing the ratio of the reduced masses, one expects:

$$\frac{\omega_{\text{H}_2\text{O}}}{\omega_{\text{D}_2\text{O}}} = \sqrt{\frac{m_{\text{O}} m_{\text{D}}}{m_{\text{O}} + m_{\text{H}}}} \approx 1.37$$

(11.62)

In TTM3F we observe $\frac{\omega_{\text{H}_2\text{O}}^{\text{str}}}{\omega_{\text{D}_2\text{O}}^{\text{str}}} = 1.32$ and $\frac{\omega_{\text{H}_2\text{O}}^{\text{bend}}}{\omega_{\text{D}_2\text{O}}^{\text{bend}}} = 1.36$. The experimental values are 1.36 and 1.36 respectively. A different experimental study claims that the H2O spectra is shifted nearly uniformly from the D2O spectra by a factor of 1.347.[412] If correct, this uniformity of isotope shift would need to be explained. Theoretically, the shift should vary for different
modes depending on their degree of anharmonicity. Another interesting observation is that there is little difference between the use of 8 beads vs 32. This may be due to the use of PA-CMD with bead thermostats, indicating another way that PA-CMD is superior to RPMD.

**Morse potential anharmonicity**

The Morse potential is:

\[ V(r) = D_r \left[ 1 - e^{-\beta(r-r_{eq})} \right]^2 \]  \hspace{1cm} (11.63)

The ground state frequency can be computed analytically as:

\[ E_n = (n + 1/2)\hbar\omega_0 - (n + 1/2)^2\hbar\omega_0\chi \]  \hspace{1cm} (11.64)

where the anhamonicity \( \chi \equiv \frac{\hbar\omega_0}{4D_r} \). The frequency ratio is:[413]

\[ \frac{\omega_{H2O}}{\omega_{D2O}} = \sqrt{2} \left( \frac{1 - 2\chi}{1 - \sqrt{2}\chi} \right) \]  \hspace{1cm} (11.65)

where \( \omega_0 \) is the harmonic zero-point frequency. Anharmonicity decreases the ratio. To estimate the corrected ratio, we can look at the model q-TIP4P/2005f of Gonzalez & Abascal, which uses the Morse potential to capture anharmonicity. They set \( D_r = 4320.581 \text{ kJ/mol} \). For \( \omega_0 = 3600 \text{ cm}^{-1} \) this corresponds to an anharmonicity of \( \chi \approx 0.004 \), which is quite small, causing a reduction in the ratio of only 0.3%.
Chapter 12

“Monomer PIMD” for ab-initio simulation

“The underlying physical laws necessary for the mathematical theory of a large part of physics and the whole of chemistry are thus completely known, and the difficulty is only that the exact application of these laws leads to equations much too complicated to be soluble. It therefore becomes desirable that approximate practical methods of applying quantum mechanics should be developed, which can lead to an explanation of the main features of complex atomic systems without too much computation - Paul Dirac, 1930

12.1 Background on DFT

The non-relativistic Schrödinger equation is:

\[
i\hbar \frac{\partial}{\partial t}\Phi(\{r_i\}, \{R_I\}; t) = \mathcal{H}\Phi(\{r_i\}, \{R_I\}; t)
\]  

(12.1)

The Hamiltonian operator for a system of nuclei and electrons is:

\[
\mathcal{H} = -\sum_I \frac{\hbar^2}{2m_I} \nabla_i^2 - \sum_I \frac{\hbar^2}{2m_e} \nabla_i^2 + \frac{1}{4\pi\varepsilon_0} \sum_{i<j} \frac{e^2}{|r_i - r_j|} - \frac{1}{4\pi\varepsilon_0} \sum_{I,j} \frac{e^2Z_I}{|R_I - r_i|} + \frac{1}{4\pi\varepsilon_0} \sum_{I<j} \frac{e^2Z_IZ_J}{|R_I - R_J|}
\]  

(12.2)
The electronic coordinates are \( \{ \mathbf{r}_i \} \) and the nuclear coordinates are \( \{ \mathbf{R}_i \} \). Let us suppose that we know the \emph{electronic} eigenstates of the \emph{time-independent} Schrödinger equation for arbitrary nuclei positions \( \{ \mathbf{R}_i \} \), which we denote \( \Psi_i(\{ \mathbf{r}_i \}, \{ \mathbf{R}_i \}) \). Born suggested that the wavefunction at time \( t \) can be expanded as:

\[
\Phi(\{ \mathbf{r}_i \}, \{ \mathbf{R}_i \}; t) = \sum_{l=0}^{\infty} \Psi_i(\{ \mathbf{r}_i \}, \{ \mathbf{R}_i \}) \chi_l(\{ \mathbf{R}_i \}; t) \tag{12.3}
\]

The nuclear wavefunctions \( \chi_l \) can be considered as time-dependent expansion coefficients. By placing this ansatz into the full \emph{time-dependent} Schrödinger equation, one can obtain a coupled system of equations. The “adiabatic approximation” comes from simplifying this coupled set of equations by only considering the diagonal terms. Additionally, the mass of the nuclei is set to infinity, so the kinetic energy operator for the nuclei is dropped from the Hamiltonian. The result is that the motion of the nuclei does not change the quantum state of the electrons. The famous “Born-Oppenheimer” approximation comes from further simplifying the diagonal terms. It can be shown that the nuclei move according to classical mechanics in an effective potential. The effective potential energy is obtained by solving the time-independent Schrödinger equation. From this potential energy surface, the forces on the nuclei can be obtained. This the basis of Born-Oppenheimer molecular dynamics (BOMD). Although widely used, a problem with BOMD is that the occupancy of electronic states does not change with time. Note also that we have not yet discussed how the time-independent Schrödinger equation for the electronic states should be solved.

**The Hohenberg-Kohn theorems**

The Hohenberg-Kohn theorems are:

**Theorem I:**

If two systems of electrons, one trapped in a potential \( V_1(\mathbf{r}) \) and the other in \( V_2(\mathbf{r}) \), have the same ground-state density \( n(\mathbf{r}) \) then necessarily \( V_1(\mathbf{r}) - V_2(\mathbf{r}) = C \), where \( C \) is a constant.

**Corollary:**

The ground state density uniquely determines the potential (apart from a constant) and therefore uniquely determines the full wave function.

**Theorem II:**
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A universal functional $F[n(r)]$ for the energy in terms of the density $n(r)$ can be defined, valid for any potential. For a particular potential the exact ground state energy is the global minimum of this functional, and the density that minimizes it is the ground state density.

The density functional is written as:

$$E[n, N_e] = F[n, N_e] + \int V_{\text{ext}}(r)n(r)d^3r$$

(12.4)

The first term contains the kinetic energy and electron-electron, electron-ion interactions. The second term is the interaction of the electrons with the external potential. With a functional $F[n]$ in hand applying the HK theorem requires solving the variational problem:

$$\frac{\delta}{\delta n(r)} \left[ E[n, N_e] - \mu \left( \int n(r)d^3r - N_e \right) \right] = 0$$

(12.5)

The Lagrange multiplier $\mu$ is introduced to enforce the constraint:

$$\int n(r)d^3r = N_e$$

(12.6)

This leads to

$$\frac{\delta E[n, N_e]}{\delta n(r)} + V_{\text{ext}} = \mu$$

(12.7)

$\mu$ is sometimes identified as the chemical potential, although this is not a rigorous identification. So far we have no idea either how to construct the density or the form of the density functional $F[n(r)]$. Kohn and Sham introduce a famous ansatz, which rests on two unproven assumptions:[414]

1. The ground state density can be represented as the ground state density of an auxiliary system of non-interacting electrons.

2. The auxiliary system has a Hamiltonian consisting of the usual kinetic energy operator and an effective local potential $V_{\text{eff}}^{\sigma}(r)$.

That is, Kohn and Sham suggest constructing the ground state density from $N_e$ single-electron states with the effective Hamiltonian:

$$H_{\text{eff}}^{\sigma} = \frac{1}{2} \nabla^2 + V_{\text{eff}}^{\sigma}(r)$$

(12.8)
Assuming we have \( N_e = N^\uparrow + N^\downarrow \) electrons, orbitals \( \psi_\sigma^i(r) \) with the lowest energy eigenvalues in the single particle Shroedinger equation using the effective Hamiltonian 12.8 are filled.

Kohn & Sham write the energy functional as:

\[
E_{\text{KS}}[n(r)] = E_{\text{KE}} + \int d^3r V_{\text{ext}}(r)n(r) + E_{\text{Hartree}}[n(r)] + E_{\text{xc}}[n(r)] + E_{\text{II}}
\]  
\[(12.9)\]

\[
E_{\text{KE}} = -\frac{1}{2} \sum_{i=1}^{N} \int |\nabla \psi_i|^2 d^3r
\]  
\[(12.10)\]

\[
E_{\text{Hartree}}[n(r)] = -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \int \frac{n(r)n(r')}{|r - r'|} d^3r d^3r'
\]  
\[(12.11)\]

The external potential here is due to both the nuclei and any external fields. \( E_{\text{KE}}, E_{\text{Hartree}}[n(r)], \) and \( E_{\text{II}} \) are now well defined. The many body effects are contained in the exchange-correlation functional \( E_{\text{xc}}[n(r)] \). The exchange-correlation functional also contains difference between the true kinetic energy and the kinetic energy given by \( E_{\text{KE}} \). To solve the variational problem given in eqn. 12.7 Kohn and Sham suggested the following method: from the orbitals, compute the density using:

\[
n(r) = \sum_{\sigma} \sum_{i=1}^{N^\sigma} |\psi_\sigma^i(r)|^2
\]  
\[(12.12)\]

It can be shown that solving the variational problem given eqn. 12.7 amounts to solving the “Kohn-Sham equations”:

\[
(H_{\text{KS}}^\sigma - \epsilon_\sigma^i) \psi_\sigma^i = 0
\]  
\[(12.13)\]

\[
H_{\text{KS}}^\sigma = \frac{1}{2} \nabla^2 + V_{\text{KS}}^\sigma(r)
\]  
\[(12.14)\]

\[
V_{\text{KS}}^\sigma(r) = V_{\text{ext}}(r) + \frac{\delta E_{\text{Hartree}}[n(r)]}{\delta n(r, \sigma)} + \frac{\delta E_{\text{xc}}[n(r)]}{\delta n(r, \sigma)}
\]  
\[(12.15)\]

These equations must be solved self consistently. The Kohn-Sham orbitals do not have any direct physical interpretation, since they are rather artificially introduced to help facilitate the construction of the density. An exception to this is the highest occupied state, since it can be shown that the eigenvalue of the highest occupied state yields the correct ionization energy of the system.
The exchange-correlation functional

We have not yet explained the exchange-correlation functional. Surprisingly, for many systems, local exchange-correlation functionals perform well. Local functionals have the form:

$$E_{xc}[n(r)] = \int n(r) \epsilon_{xc}(n(r)) d^3r$$  \hspace{1cm} (12.16)

The success of local x-c functionals indicates that the Hartree term incorporates much of the long range electron-electron interaction. Separating out the Hartree term was one of the key insights of Kohn & Sham.

Force theorem

The force conjugate to any parameter in the system, such as the position of a nucleus $R_i$ can be written:

$$F_i = -\frac{\partial E}{\partial R_i}$$  \hspace{1cm} (12.17)

In first order perturbation theory, this can be written:

$$-\frac{\partial E}{\partial R_i} = \langle \Psi | \frac{\partial H}{\partial R_i} | \Psi \rangle - \langle \Psi | H | \frac{\partial \Psi}{\partial R_i} \rangle - \langle \Psi | \hat{H} | \Psi \rangle - \langle \Psi | \hat{H} | H \frac{\partial \Psi}{\partial R_i} \rangle - \frac{\partial E_{II}}{\partial R_i}$$  \hspace{1cm} (12.18)

Since the ground state is a minima of the energy, the middle two terms are zero. Substituting in the DFT Hamiltonian, one obtains:

$$F_i = -\int d^3r n(r) \frac{\partial V_{ext}(r)}{\partial R_i} - \frac{\partial E_{II}}{\partial R_i}$$  \hspace{1cm} (12.19)

The force depends only on the motion of the nuclei, it does not depend on the change in the density. If the basis depends on the position of atoms, additional terms have to be added to eqn. 12.19. Additionally, if the basis is not complete (as is often the case), an additional term called the Pulay correction needs to be included in the case of orbital-based DFT. Finally, there is a correction due to lack of self-consistency.
Table 12.1: A sampling of some recent published simulations of water with various DFT functionals.

<table>
<thead>
<tr>
<th>authors / year</th>
<th>N</th>
<th>T</th>
<th>time(µs)</th>
<th>functionals</th>
<th>focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang, et al. (2011) [415]</td>
<td>64</td>
<td>300</td>
<td>20</td>
<td>vdW-DF, VV10</td>
<td>density, detailed structure</td>
</tr>
<tr>
<td>Corsetti, et al. (2013) [416]</td>
<td>200</td>
<td>300</td>
<td>20</td>
<td>various vdW</td>
<td>compressibility, diffusivity</td>
</tr>
<tr>
<td>Romain, et al. (2011) [417]</td>
<td>64</td>
<td>330</td>
<td>24-48</td>
<td>BLYP, PBE</td>
<td>density, pressure, RDFS</td>
</tr>
<tr>
<td>Schmidt, et al. (2009) [418]</td>
<td>128</td>
<td>300</td>
<td>25+</td>
<td>PBE0</td>
<td></td>
</tr>
<tr>
<td>Giacone et al. (2015) [423]</td>
<td>64</td>
<td>300</td>
<td>25-45</td>
<td>PBE, vV10</td>
<td></td>
</tr>
<tr>
<td>Zhang, Wu, et al. (2011) [424]</td>
<td>32</td>
<td>320+</td>
<td>20</td>
<td>DRSLLPBE, LMKLL, OptB88, PBE, PBE0</td>
<td></td>
</tr>
<tr>
<td>Mongelgo (2011) [425]</td>
<td>64</td>
<td>300</td>
<td>10</td>
<td>PBE, optPBE-vdW, vdW-DF2</td>
<td></td>
</tr>
</tbody>
</table>

12.2 Incorporating nuclear quantum effects into DFT simulation

There is great interest in being able to accurately treat liquid water at the quantum mechanical level.[426] The most widely used methodology for this is density functional theory. However, most density functionals fail to accurately reproduce key thermodynamic properties of water such as its density, compressibility, and diffusion constant. Moreover, different density functionals fail in different ways. PBE creates a overstructured liquid, while some vdW functionals such as vdW-DF2 and optPBE-vdW create an understructured liquid.[425]

Most \textit{ab-initio} techniques are based on the Born-Oppenheimer approximation and the assumption that nuclear dynamics can be treated classically. However, over the past two decades a wide range of studies have demonstrated that this is not a good assumption for water because the OH stretching mode of water is very quantum mechanical (zero point temperature $T_z = \hbar\omega/2k_b = 2600$ K).[427], and hydrogen nuclei are delocalized. Currently, many DFT simulations of water are done with D$_2$O, where NQEs are much smaller. However, the structure and dynamics of D$_2$O is different than H$_2$O, as can be seen from experiments that compare the two. In the primary isotope effect, the OH distance is observed to be longer than the OD distance. In the secondary isotope effect, also called the Ubbelohde effect, the H-bond donor-acceptor (oxygen-oxygen) distance $R$ changes open isotopic substitution. The magnitude and direction of the change depends on the strength of the hydrogen bond, due to competing quantum effects.[413, 428, 429, 430, 431, 432] In particular, the zero-point motion of hydrogen in the out-of-plane direction (a type of librational motion) acts to increase $R$ while the zero point motion of the stretching mode acts to decrease $R$.[413] In materials with strong H-bonds, NQEs decrease the donor-acceptor distance (positive Ubbelöhe effect), while in materials with
weaker H-bonds the opposite effect occurs (negative Ubbelohde effect). The crossover between from positive to negative Ubbelohde effect has been estimated to be around $R = 2.6\text{Å}$[429] or $R = 2.7\text{Å}$[413] so relative to other H-bonding materials its secondary isotope effect is small[426] The secondary isotope effect in ice is known to be positive (NQEs decrease $R$), leading to the anomalous isotope effects discovered by Pamuk et al. Surprisingly, the anomalous isotope effect reflected in the volume of water per molecule becomes greater at room temperature water - the volume per molecule of D$_2$O is slightly larger than H$_2$O, suggesting that H-bonds in H$_2$O water are stronger than in D$_2$O. The competition between the OH stretching and the bending+librational modes is clearly reflected in the Grüneisen constants reported by Pamuk et al - the OH stretch Grüneisen parameters are negative, while the librational Grüneisen parameters are positive. The HOH bending Grüneisen parameter is positive but very close to zero, showing that it has a much smaller role. Similarly, a study of liquid water showed that the competing quantum effects from libration are about 50% larger than those from bending.[413]

In biophysics, the strengthening of hydrogen bonds by NQEs is believed to very slightly increase protein stability.[434] The balance of competing quantum effects is very sensitive to the $r_{\text{OH}}$ distance and degree of anharmonicity in the OH potential.[413, 429] which explains the broad spectrum of often conflicting results obtained from PIMD simulation of water with different forcefield models and DFT functionals.[407, 429] DFT functionals also show variation in monomer geometry (for instance PBE gives an $r_{\text{OH}}$ that is too long) and likely have significant differences in anharmonicity as well. Therefore, a proper comparison of DFT functionals to each other and to experiment should include NQEs.

Currently many people introduce “effective NQEs” by raising the temperature of the simulation. This can be justified theoretically for weakly interacting systems such as gases or van der Waals bonding materials.[435] but the same justification does not apply to hydrogen bonded materials. Increasing the temperature can be useful for compensating for the overstructuring of GGA functionals, but should not be refereed to as an effective treatment of NQEs. Recently it was shown that colored noise thermostats tuned to quantum zero point temperatures of different modes in liquid water is a more rigorous and effect way of taking into account NQEs.[436] Still, the standard technique for treating NQEs is path integral molecular dynamics (PIMD).[437]

In PIMD, hydrogen nuclei become delocalized along H-bonds. This delocalization increases the probability of dissociation by several orders of magnitude,[438, 439, 440] and causes an excess proton in water to become delocalized over sev-
eral molecules. PIMD has proven useful to understanding proton tunnelling in acids, enzymes, ice, unstable forms of the DNA base pairs and small water clusters. PIMD has also proved useful for reproducing the ab initio spectra of water, protonated methane and the DNA base guanine. NQEs decrease the band gap of diamond and were recently shown to significantly reduce the bandgap of water as well (by 0.6 eV). Interestingly, GW-corrected DFT simulations result in a bandgap that is 4 eV larger than the experimental value – this overestimation is likely due to the lack of NQEs. NQEs also play an important role in the heat capacity and surface structure of water.

We also note that classical forcefield models are not a rigorous way of studying NQEs because they are are parametrized to experimental data, leading to a double counting of NQEs when used with PIMD simulation. Additionally, harmonic models do not allow for a change in the average OH distance, and thus cannot capture primary or secondary isotope effects. Even worse, we have found that PIMD simulation with the harmonic model SPC-f shows an unphysical decrease in $r_{OH}$, which is due to the “curvature problem” intrinsic to PIMD simulation. In the curvature problem, beads curve around a spherical shell of near constant $r_{OH}$, causing the centroid lies in the interior, leading to a shorter $r_{OH}$. This calls into question studies which have used the qSPC/Fw model. While classical forcefields have been reparametrized specifically for use with PIMD and have also been parametrized from Born Oppenheimer ab initio simulation using force matching and other approaches, a more rigorous understanding of nuclear quantum effects can only come through DFT PIMD simulation.

### 12.3 Centroid molecular dynamics

The PIMD simulation methodology we use is called “partially adiabatic centroid molecular dynamics”, denoted PA-CMD. In this approach, the frequencies of the normal modes are scaled above the highest frequency of interest in the system, so that the normal mode frequencies will not contaminate the frequency spectrum of the system.
12.4 The many body expansion

The many body expansion gives an exact decomposition of the potential into 1-body, 2-body, 3-body, and higher order terms:

\[ V(\{R_I\}) = \sum_{I=1}^{N_{mol}} V_1(R_I) + \sum_{I<J}^{N_{mol}} V_2(R_I, R_J) \]
\[ + \sum_{I<J<K}^{N_{mol}} V_3(R_I, R_J, R_K) + \cdots \]  (12.20)

In our method, we first subtract off the DFT monomer energies using a monomer potential energy surface (described below) fitted to the DFT functional being used. In our method, intramolecular forces on the beads are calculated using the Partridge-Schwenke monomer potential energy surface,[465] which is a highly accurate surface derived from CCSD calculations. This can thought of as a monomer correction to the DFT potential:

\[ V'(\{R_I\}) = V_{DFT}(\{R_I\}) - \sum_{I=1}^{N_{mol}} V_{1DFT}(R_I) + \sum_{I=1}^{N_{mol}} V_{1PS}(R_I) \]  (12.21)

The intermolecular forces on the beads are all set set equal to the intermolecular forces computed from the bead centroids. Thus, in each timestep we only have to do one DFT calculation, using the centroid coordinates. Our method has the added advantage that it includes a monomer correction which increases the accuracy of the simulation. However, using the Partridge-Schwenke PES is not necessary, as the energy surface fit to the functional being used may be used instead, as may be desired for doing a full comparison of different functionals with PIMD.

12.5 Monomer potential energy surface

The form of the potential energy fitting function is:[465]

\[ V(r_1, r_2, \theta) = V^a(r_1) + V^a(r_2) + V^b(r_{HH}) + V^c(r_1, r_2, \theta) \]  (12.22)
Figure 12.1: The monomer potential energy surface of Partridge and Schwenke (left) and a fit for PBE (middle) and BH (right).

Figure 12.2: Energy vs $r_{OH}$ for the case where $r_{OH1} = r_{OH2}$. Different HOH angles are shown in different colors. The PS energy surface is compared with a custom fit to PBE.

where

$$V^a(r) = D[e^{-2a(r-r_0)} - 2e^{-a(r-r_0)}]$$
$$V^b(r) = Ae^{-br}$$
$$V^c(r_1, r_2, \theta) = c_{000} + e^{-\beta[(r_1-r_e)^2 + (r_2-r_e)^2]}$$
$$\times \sum_{ijk} [(r_1-r_e)/r_e]^i[(r_2-r_e)/r_e]^j$$
$$\times [\cos(\theta) - \cos(\theta_e)]^k$$

(12.23)

as in the work of Partridge & Schwenke we truncate the polynomial at $i+j \leq 8$ and $k \leq 14-(i+j)$ for a total of 245 $c_{ijk}$. The fit is performed with a training set of 550 monomer configurations.
12.6 Multiple timestep algorithm

The use of the monomer potential energy surface introduces a split between intramolecular and intermolecular forces which is similar to the type of split between long-range (slow) and short-range (fast) forces used in multiple time step (MTS) algorithms. Tuckerman, Berne, & Martyna derived an MTS integration algorithm which has the desirable properties of being phase space area-preserving (symplectic) and reversible.[466] The method is derived from the classical propagator $e^{iL\Delta t}$, which exactly evolves the system from an initial phase space point $\Gamma(t) = \{\sum r, \sum p\}$ at time $t$ to a final point at $t + \Delta t$ through $\Gamma(t + \delta t) = e^{iL\Delta t}\Gamma(t)$. The Liouville operator $L$ is written as

\[
L = L_\gamma + L_r + L_p^s + L_p^l = L_{\gamma} + \sum_i \frac{p_i}{m_i} \cdot \frac{\partial}{\partial r_i} + \sum_i F_i^s \cdot \frac{\partial}{\partial p_i} + \sum_i F_i^l \cdot \frac{\partial}{\partial p_i},
\]

where $m_i$ is the mass of the monomer $i$, $r_i$ is the position of the monomer $i$, $p_i$ is the momentum of the monomer $i$, $F_i^s$ is the slowly varying force on the monomer $i$, and $F_i^l$ is the fast varying force on the monomer $i$.

The multiple timestep algorithm is derived by Trotter splitting the propagator with timestep $\Delta t$:

\[
e^{iL\Delta t} \approx e^{iL_\gamma \frac{\Delta t}{2}} e^{iL_r \frac{\Delta t}{2}} e^{iL_p^s \frac{\Delta t}{M}} e^{iL_p^l \frac{\Delta t}{M}}.
\]

Here the inner timestep is $\Delta t/M$, where $M$ is an integer. Expression 12.25 can be translated into an algorithm by reading the sequence of propagators from right to left. First, the global thermostat is applied for half the outer timestep, followed by a modification of the momentum by the slowly varying force. Next, the inner loop is performed $M$ times consisting of an update of the momentum with the fast varying force, evolution of the free ring polymer ($L_0$) for a timestep $\delta t = \frac{\Delta t}{M}$. Finally, in a symmetric fashion one applies update of the momenta is performed with the slowly varying force, and an update of the themostat. When using a multiple timestep method, one should be aware that resonances can occur between the fast timestep(s) and the slow timestep. The first resonance occurs when the outer timestep becomes larger than $t_{\text{max}} = \tau/\pi$, where $\tau$ is the period of the fastest mode in the problem. For water, this would be the OH stretch frequency $\approx 3600 \text{ cm}^{-1}$ which leads to a value of $\Delta t_{\text{max}} = 2.95 \text{ fs}$. However, in PIMD simulation one must also consider the highest frequency normal mode of the ring polymer + the OH potential which is $\sqrt{\omega_{\text{RP, max}}^2 + \omega_{\text{OH, max}}^2}$. For a full PIMD simulation with 32
beads PIMD simulation this would yield a max frequency of 13,300 cm$^{-1}$ and a resonance at $\Delta t = .8$ fs. If we instead scale the normal modes to 4100 cm$^{-1}$ (as done here), then one obtains $\Delta t_{\text{max}} = 1.9$ fs. Additionally, Morrone, et al. have shown that the use of colored noise thermostats can stabilize resonances, offering the possibility of even higher outer timesteps.[467]

12.7 ab-initio PIMD implementation details

We scale all normal modes to 10000 cm$^{-1}$, well above the overtones found at 5260 cm$^{-1}$ and 6800 cm$^{-1}$. The beads are thermostated with Nosé-Hoover chain thermostats, with a chain length of 4. Alternatively, our code allows for Langevin thermostats to be used. The thermostating is done in normal-mode space, with the thermostats optimally tuned to each normal mode as they are in the PILE thermostat scheme of Ceriotti et al.[468] The centroid mode is not thermostated, since doing so washes out the dynamics.

12.8 Comparison to other methods

Our method can be understood as an extension to ab initio MD of the ring polymer contraction method introduced by Markland and Manolopoulos for classical MD.[469, 470] In ring polymer contraction, long-range forces are analyzed using a contracted ring polymer with $n'$ beads that are constructed by taking the $n'$ lowest frequency ring polymer normal modes in Fourier space and transforming them into real space. Short range forces are analyzed on all $n$ beads. Our method corresponds to contraction to $n = 1$, namely the centroid mode (also called the 0th order mode), and a separation between long range and short range forces that corresponds to intermolecular vs intramolecular forces.

Because it is based on a separation of long range and short range forces, ring polymer contraction can be combined with a multiple time step (MTS) method. Recently a technique called basis set partitioning was developed to incorporate MTS into \textit{ab initio} simulation.[471] Luehr, Markland, and Martinez have demonstrated how MTS can be implemented in Hartree-Fock calculations for water clusters through a fragment-based approach.[472] Recently a number of papers have been published that combine ring polymer contracted PIMD with a MTS integrator and the idea of mixing forces[473] from higher level and lower level ab initio methods.[474, 475, 476] The lower level ab-initio technique can be used in conjunction with the short timestep & full ring polymer, while the higher level (more expensive) technique can be used with a long timestep.
and the contracted ring polymer. For example, in two recent studies, MP2 was combined with DFT in this manner to study small gas phase molecular systems.[475, 476] A variation of this method called multilevel sampling was introduced and applied to FCC hydrogen, resulting in a 3-4x speedup.[477]

Recently, two separate groups have published a method called “quantum ring polymer contraction”, which uses an “auxiliary potential” to perform PIMD at virtually no added cost.[462, 474] The method they employed, while couched in different language, is similar to the method we present here. The principal difference is that they use self consistent charge density functional tight binding (SCC-DFTB) as the auxiliary potential in place of the monomer PES we use here. Our method has the advantage of introducing a monomer correction.

12.9 Verification of the method

12.9.1 Methods

To verify that our method captures nuclear quantum effects with minimal losses in accuracy compared to a full PIMD simulation, we compare several observables - RDFs, infrared spectra, density of states, and OH distance histograms. The infrared spectrum is calculated using:[478]

\[
n(\omega)\alpha(\omega) = \frac{\beta\omega^2}{6\epsilon_0 V_c} \int_{-\infty}^{\infty} e^{-i\omega t} \langle P(0) \cdot P(t) \rangle dt
\]

(12.26)

To calculate dipole moments for our DFT simulations, we calculate dipoles using the polarizable model TTM3F using the centroid coordinates. This method takes into account polarization, which we found is necessary to correctly capture the intensity of the OH-stretching peak relative to simply assigning fixed charges to each atom.

In addition we also calculate the “density of states” for hydrogen using the velocity-velocity autocorrelation function:

\[
I(\omega) = \frac{1}{N_{hyd}} \int_{-\infty}^{\infty} e^{-i\omega t} \sum_{i=1}^{N_{hyd}} \langle v_i^H(0) \cdot v_i^H(t) \rangle dt
\]

(12.27)
Figure 12.3: Validation with TTM3F: RDFs for the three methods at 300 K.

Figure 12.4: Validation with TTM3F: infrared spectra for the three PIMD methods compared to the classical spectra and experimental data at 300 K. [15]


### 12.9.2 Initial tests with TTM3F

The first test we did was with the *ab initio* based polarizable TTM3F potential.[17] We used a system of 256 molecules, simulated for 200 ps with a 9 Å realspace Columb cutoff. RDFs for TTM3F are shown in fig. 12.9.2. As has been noted elsewhere, TTM3F exhibits only small primary isotope effect and very little or no secondary isotope effect,[479] due to a lack of anharmonicity in the $r_{OH}$ potential and competing quantum effects. The monomer PIMD and full PIMD O-O RDFs are nearly the same, but the multiple time step monomer PIMD is noticeably shifted. Similar discrepancies are observed by Marsalek, et al. when applying their quantum ring polymer contraction method to RevPBE with D3 dispersion corrections.[474]

### 12.9.3 Tests with DFT

We next began tests with PBE[480] and the Berland-Hyldgaard (BH) functional,[481] which is a version of the DRSLL vdW functional introduced by Dion et al. with modified exchange.[482] A comparison of the RDFs for conventional PBE simulation and monomer-corrected PBE simulation is shown in fig. 12.9.3. The density of states spectra for conventional DFT simulation of the the BH monomer is shown in fig. 12.9.3. Density of states for the PBE monomer comparing conventional DFT with the monomer PIMD method are shown in fig. 12.9.3. The expected redshifting and broadening of the OH stretch band is observed. Histograms of the bead-bead and centroid-centroid distances for the BH monomer and BH pentamer cluster are shown in fig. 12.9.3.

---

**Table 12.2:** Note: distances for PIMD simulation are reported in the form centroid-centroid distance / bead-bead distance.

<table>
<thead>
<tr>
<th>property</th>
<th>class.</th>
<th>BH vdW</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle r_{OH} \rangle$</td>
<td>.996/1.006</td>
<td>.994/.986/ .997</td>
</tr>
<tr>
<td>$\langle \theta_{HOH} \rangle$</td>
<td>105.43/105.2</td>
<td>105.66/104.798</td>
</tr>
<tr>
<td>$\langle \mu \rangle$</td>
<td>2.757</td>
<td>2.683</td>
</tr>
<tr>
<td>$D (10^{-5} \text{ cm}^2/\text{s})$</td>
<td>2.7</td>
<td>2.3</td>
</tr>
<tr>
<td>$\langle r_{gyr} \rangle$</td>
<td>.1507</td>
<td>.1515</td>
</tr>
<tr>
<td>max bead $r_{OH}$</td>
<td>1.18</td>
<td>1.19</td>
</tr>
<tr>
<td>max cent. $r_{OH}$</td>
<td>1.18</td>
<td>1.19</td>
</tr>
</tbody>
</table>

---
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Figure 12.5: Comparison of RDFs for conventional PBE and monomer corrected PBE. The simulations had lengths of 35 and 27 ps, respectively.

Figure 12.6: Density of states (eqn. 12.27) for a single molecule simulated with conventional DFT MD (1 bead) with Nosé-Hoover thermostating (NVT) (top) and without a thermostat (NVE) (bottom). An unexplained splitting appears in the HOH bending mode ($\approx 1500 \text{ cm}^{-1}$).
Figure 12.7: Density of states (eqn. 12.27) for a single molecule simulated with PBE at 350 K with conventional DFT (30 ps), and the monomer PIMD method with 1 and 32 beads (each 10 ps). Smoothing has been applied to the spectra.

Figure 12.8: Histograms of the $r_{\text{OH}}$ distance for a simulation of bulk water with TTM3F and simulation of a gas phase monomer and pentamer cluster with BH. Little difference is observed between full PIMD (solid lines) and the monomerPIMD method (dashed).
Figure 12.9: Comparison of BH simulated with the monomer PIMD method (with the monomer correction) compared to a conventional BH simulation. The simulation was performed at 350 K here to compare with PBE at the same temperature.

12.10 Conclusion

We have presented preliminary results for our “monomerPIMD” method using our custom PIMD code. This method was shown to capture the main effects of conventional PIMD simulation – redshifting of the OH stretching band and destructuring of the RDFs. The method provides a speedup of $\approx 30x$ when using the monomer correction, or 10-15x when using SIESTA for the monomer calculations.
Appendix A

Relation of crystal shape & structure to LO-TO splitting

The following sections contain a pedagogical derivation of eqn 10.6, which relates LO-TO splitting to crystal geometry. The treatment is completely classical. We assume our system is a system of point dipoles on a lattice. Each dipole has a permanent dipole moment $m$ and a polarizability $\alpha$. The relation between LO-TO splitting and crystal structure is complicated and unfortunately not 1-to-1 – many different crystal structures may be consistent with any level of LO-TO splitting.

A.0.1 Energy of the dipolar crystal

An expression for the energy of a system of polarizable dipoles in an applied field was derived by Mandel and Mazur in 1958.[483] Although we are interested in the case when the applied field is zero, we perform the derivation with the applied field because the results are interesting. For our case we assume the polarizability tensor $\alpha$ is isotropic. We assume we have an applied field $E_0$. In what follows we drop the bold notation on all of the vectors and matrices. We introduce the following vectors: $p \equiv (p_1, p_2, \cdots, p_N)$, a vector of length $3N$, and $E_0 \equiv (E_1, E_2, \cdots E_N)$, a vector of the applied electric field, also of length $3N$. When a vector appears to the right of a matrix it is understood to be a column vector, and when on the left, a row vector. We also introduce
the following matrices:

\[
T \equiv \begin{bmatrix}
0 & T_{12} & T_{13} & \cdots \\
T_{21} & 0 & T_{23} & \cdots \\
T_{31} & T_{32} & 0 & \cdots \\
\vdots & \vdots & \vdots & 0
\end{bmatrix}, \quad
\alpha \equiv \begin{bmatrix}
\alpha & 0 & 0 & \cdots \\
0 & \alpha & 0 & \cdots \\
0 & 0 & \alpha & \cdots \\
\vdots & \vdots & \vdots & \alpha
\end{bmatrix}, \quad
I \equiv \begin{bmatrix}
1 & 0 & 0 & \cdots \\
0 & 1 & 0 & \cdots \\
0 & 0 & 1 & \cdots \\
\vdots & \vdots & \vdots & 1
\end{bmatrix}
\]  

(A.1)

Then the equation for the dipole moments is:

\[
p = m + \alpha(E_0 - Tp) \tag{A.2}
\]

This leads to

\[
p + \alpha Tp = m + \alpha E_0 \\
p = (I + \alpha T)^{-1}(m + \alpha E_0) \\
p = (I + \alpha T)^{-1}m + (I + \alpha T)^{-1}\alpha E_0 \\
p = p_0 + \alpha E_0
\]  

(A.3)

Where we define

\[
p_0 \equiv (I + \alpha T)^{-1}m \tag{A.4}
\]

\[
A \equiv \alpha(I + \alpha T)^{-1} \tag{A.5}
\]

Mandel & Mazur employ a very non-obvious identity:

\[
(I + \alpha T)^{-1} = I - AT = I - TA \tag{A.6}
\]

They then compute the local field, \( F \):

\[
F = E_0 - Tp \\
= E_0 - T(p_0 + \alpha E_0) \quad \text{using eqn. A.3} \tag{A.7}
\]

\[
= (I - TA)E_0 - Tp_0 \quad \text{using eqns. A.6 & A.5}
\]

leading to:

\[
F = \alpha^{-1} \alpha E_0 - Tp_0 \tag{A.8}
\]

We are now in a position to compute the electrostatic part of the energy of the system. The electrostatic energy is broken into three parts:

\[
V_{el} = V_{in} + V_{dip} + V_{E_0} \tag{A.9}
\]

here \( V_{in} \) is the “internal” energy of the polarization dipoles, \( V_{dip} \) is the dipole-dipole interaction energy, and \( V_{E_0} \) is the interaction energy of the system.
with the electric field.

The internal energy is:

\[
V_{\text{int}} = \sum_j p_j \int F_j \cdot dp_j = \sum_j \alpha \int_0 F_j \cdot dF_j
\]

\[
= \frac{1}{2} \alpha (E_0 - T p)^2
\]

\[
= \frac{1}{2} \alpha^{-1} (AE_0 - T p_0)^2 \quad \text{Using A.8}
\]

\[
= \frac{1}{2} \alpha p_0 T^2 p_0 - E_0 A T p_0 + \frac{1}{2} \alpha^{-1} E_0 A^2 E_0
\]

The dipole-dipole energy, \( V_{\text{dip}} = \frac{1}{2} p T p \) is found to be:

\[
V_{\text{dip}} = \frac{1}{2} p_0 T p_0 + p_0 T A E_0 + \frac{1}{2} A T A E_0
\]

When one sums the internal energy and the dipole energy there is a cancellation of terms, leading to:

\[
V_{\text{int}} + V_{\text{dip}} = \frac{1}{2} m T p_0 + \frac{1}{2} E_0 A E_0
\]

The energy due to interaction with the applied field is

\[
V_{E_0} = -p E_0
\]

When we sum up all three energy terms and do some simplification we get:

\[
V_{\text{el}} = \frac{1}{2} m T p_0 - p_0 E_0 - \frac{1}{2} E_0 A E_0
\]

When the applied field \( E_0 \) is zero, the energy of the system is:

\[
V_{\text{el}}^0 = \frac{1}{2} m T p_0 = \frac{1}{2} m T (I + \alpha T)^{-1} m
\]

**A.0.2 The frequency shift**

We now can compute the frequency shift of a dipolar molecule, that is, the shift when the molecule is moved from the gas phase to the solid phase.\[300\]

We are interested in the \( k = 0 \) case. In this case all of the dipole moments are equal in magnitude and direction. As we will see, in general the shift will
be different depending whether the dipolar wave travels in the longitudinal or transverse direction.

**Single molecule per unit cell**

As before, we store all of the dipole moments in a vector of length 3N
\[ \mu = (\mu_1, \mu_2, \cdots, \mu_N) \]
We expand the dipole moment vector in terms of the unit cell normal coordinates:
\[ \mu = \mu_0 + \sum_k Q_k \frac{\partial \mu}{\partial Q_k} \]  
(A.16)

We now look for the term in the expansion of the potential energy \( \frac{1}{2}mT_0 \) (eqn. A.15) which is quadratic with respect to the normal coordinates. This term is:
\[ V = \frac{1}{2} \sum_k \frac{\partial \mu}{\partial Q_k} T(I + \alpha T)^{-1} \frac{\partial \mu}{\partial Q_k} Q_k^2 \]  
(A.17)

The entire problem reduces to finding the energy given in eqn. A.15. We use the index \( t \) to label the lattice sites - in other words, it labels 3x3 blocks in the matrix \( T \). The problem reduces to calculating the sum:
\[ \sum_{t''} T_{tt'} (I + \alpha T)^{-1} t' t'' \]  
(A.18)

Since all of the sites are identical, we only need to consider the sum over \( t'' \) for fixed \( t' \). Note that we can perform a Taylor expansion:
\[ (I + \alpha T)^{-1} = I - \alpha T + \alpha^2 T^2 - \alpha^3 T^3 \cdots \]  
(A.19)

Thus we can write:
\[ \sum_{t''} (I + \alpha T)^{-1} t' t'' = I_3 - \alpha S + \alpha^2 S^2 - \alpha^3 S^3 \cdots \]  
(A.20)

Where we have defined the 3x3 matrix \( S \):
\[ S \equiv \sum_{t''} T_{tt''} \]  
(A.21)

**Simple cubic lattice, shape dependence**

In the case of a simple cubic lattice, it is well known that the the summation \( \sum_{t''} \) vanishes and *only depends on the shape of the boundary*. One possible
choice is to consider an infinite slab, with the boundary consisting of two planes parallel to the $x$ and $y$ axes. This geometry allows us to distinguish two types of phonons in the $k = 0$ limit: “longitudinal phonons” travel along $x$ and $y$ and transverse phonons travel along $z$. Then one finds:

\[
S \equiv \frac{4\pi n}{3} \begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 2
\end{bmatrix}
\]  
(A.22)

Where $n$ is the "number density" $n = N/V = 1/v$. For transverse phonons, the shift in the energy is:

\[
\frac{1}{2} S_z (1 + \alpha S_z)^{-1} \left( \frac{\partial \mu}{\partial Q_k} \right) Q_k^2 = \left( \frac{4\pi n}{3} \right) \left( 1 - \frac{4\pi n \alpha}{3} \right)^{-1} \left( \frac{\partial \mu}{\partial Q_k} \right)^2 Q_k^2
\]  
(A.23)

For longitudinal phonons it is

\[
\frac{1}{2} S_x (1 + \alpha S_x)^{-1} \left( \frac{\partial \mu}{\partial Q_k} \right) Q_k^2 = \left( \frac{8\pi n}{3} \right) \left( 1 + \frac{8\pi n \alpha}{3} \right)^{-1} \left( \frac{\partial \mu}{\partial Q_k} \right)^2 Q_k^2
\]  
(A.24)

The frequency shifts are:

\[
\omega_T^2 = \omega_0^2 - \left( \frac{4\pi n}{3} \right) \left( \frac{1 - \frac{4\pi n \alpha}{3}}{1 - \frac{4\pi n \alpha}{3}} \right)^{-1} \left( \frac{\partial \mu}{\partial Q_k} \right)^2
\]

\[
\omega_L^2 = \omega_0^2 + \left( \frac{8\pi n}{3} \right) \left( \frac{1 + \frac{8\pi n \alpha}{3}}{1 + \frac{8\pi n \alpha}{3}} \right)^{-1} \left( \frac{\partial \mu}{\partial Q_k} \right)^2
\]  
(A.25)

The frequency splitting is:

\[
\omega_L^2 - \omega_T^2 = \frac{4\pi n}{3} \left( 2(1 - \frac{4\pi n \alpha}{3})^{-1} - (1 + \frac{8\pi n \alpha}{3})^{-1} \right) \left( \frac{\partial \mu}{\partial Q_k} \right)^2
\]  
(A.26)

In the case where the molecules have zero polarizability this formula simplifies to:

\[
\omega_L^2 - \omega_T^2 = \frac{4\pi n}{3} \left( \frac{\partial \mu}{\partial Q_k} \right)^2
\]  
(A.27)

This equation assumed the crystal has the shape of a plane (finite in the $z$ direction and infinite in the $x$ and $y$ directions). More generally, one can
consider crystals that are ellipsoids. In that case $S$ takes the form:

\[
S \equiv \frac{4\pi g}{3v} \begin{bmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 2 \end{bmatrix} \quad (A.28)
\]

the formula is modified to:

\[
\omega_L^2 - \omega_T^2 = \frac{4\pi g}{3v} \left( \frac{\partial \mu}{\partial Q_k} \right)^2 \quad (A.29)
\]

Here $g$ is a factor that depends on the ratio $c/a$. In the case of a spherical crystal ($c/a = 1$), $g = 0$ and the splitting disappears.[484][299] Ignoring the effects of polarizability simplifies the analysis by removing the term $(1 + \alpha S)^{-1} \equiv B$. The equation for the splitting becomes:

\[
\omega_L^2 - \omega_T^2 = \frac{4\pi n}{3} (S_{zz} - S_{xx}) \left( \frac{\partial \mu}{\partial Q_k} \right)^2 \quad (A.30)
\]

**Non cubic simple lattices**

We now consider non-cubic lattices, again with one dipole per unit cell. We assume the crystals have a spherical shape, that is, we perform our sum in a spherical region and let $L \to 0$. In general the sum in this sphere will not be equal to zero as it would be in the case of a simple cubic lattice. However, for certain symmetry groups, the matrix $S$ will be diagonal. According to Decius, these are the groups $C_n$ with $n > 3$, $D_n$, $C_{nv}$, $C_{nh}$ with $n > 3$ $D_{nh}$, $D_{nd}$ and $Sn$. For primitive tetragonal or hexagonal lattices, the appropriate sums have been evaluated by Mueller (1935),[301] who reports the “Lorentz factors” $L_x$, $L_y$ and $L_z$ for simple tetragonal lattices. Lorentz factors are defined by the equation:

\[
F_i = E_0 i + 4\pi L_i P_i \quad i = x, y, z \quad (A.31)
\]

Where $F$ is the local field and $E_0$ is the applied field. This relation assumes that the dipole moments are parallel to the applied field. Decius gives the relations between $L_x$, $L_y$ and $L_z$ and $S_{xx}$, $S_{yy}$ and $S_{zz}$. If $k$ is parallel to $z$, then

\[
S_{xx} = S_{yy} = -4\pi n L_x \\
S_{zz} = -4\pi n (L_z - 1) \quad (A.32)
\]
If $k$ is perpendicular to $z$ then
\[
\begin{align*}
S_{xx} &= -4\pi n(L_x - 1) \\
S_{yy} &= -4\pi nL_y \\
S_{zz} &= -4\pi nL_z
\end{align*}
\]  
(A.33)

A method of efficiently calculating Lorentz factors (internal fields) using rapidly converging sums for lattices of arbitrary symmetry is explained by de Wette and Schacher (1965).[485]

Extension to lattices with a basis

The above theory can be generalized to lattices with a basis - ie. with more than one dipole per unit cell. To accommodate this we use the indices $t$, $t'$ and $t''$ to label unit cells. Let us assume $m$ molecules per unit cell. Then $A$ and $T$ become $3mN \times 3mN$, where $N$ is now the number of unit cells. The 3x3 polarizability matrix $\alpha$ becomes a $3mx3m$ polarizability matrix for the entire cell. The 3x3 dipole interaction tensors $T$ are replaced with $3mx3m$ tensors of the form:
\[
T_{t't''} = \begin{bmatrix}
T_{11} & T_{12} & T_{13} & \cdots \\
T_{21} & T_{22} & T_{23} & \cdots \\
T_{31} & T_{32} & T_{33} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{bmatrix}_{t,t''}
\]  
(A.34)

where $(T_{ij})_{t't''}$ gives the interaction between a molecule of type $i$ in unit cell $t'$ with a molecule of type $j$ in unit cell $t''$. The $S$ matrix likewise becomes $3mx3m$ and takes the form:
\[
S_{t't''} = \begin{bmatrix}
S_{11} & S_{12} & S_{13} & \cdots \\
S_{21} & S_{22} & S_{23} & \cdots \\
S_{31} & S_{32} & S_{33} & \cdots \\
\vdots & \vdots & \vdots & S_{mm}_{t,t''}
\end{bmatrix}
\]  
(A.35)

If the symmetry class of the crystal falls into one of the classes mentioned in section A.0.2, then each of the submatrices $S_{ij}$ will be diagonal.
Appendix B

RDFs
Figure B.1: RDFs at different densities for 128 TTM3F.
Figure B.2: RDFs at different temperatures for 128 TTM3F.
Appendix C

PIMDF90 program options

The code is available at https://github.com/delton137/PIMD. The input file is variable format and contains lines of the form key value, where 'key' is a case-sensitive name of a variable in the program, and value is a value. Boolean keys are specified as “.t.” (true) or “.f” (false). The characters “!” or “#” may be used to comment lines, and blank lines are ignored.

C.0.3 Required options

- fconfig (string) input filename - either a .xyz or .img (full bead simulation img)
- fsave (string) label to be appended to all the output files
- eq_timesteps (int) number of timesteps to equilibrate
- run_timesteps (int) number of timesteps to run
- delt (real) timestep in fs
- pot_model (int) Model to be used: 2=ttm21f 3=ttm3f 4=qspcfw 5=spcf 6=SIESTA
### C.0.4 Optional options

#### Output options

<table>
<thead>
<tr>
<th>name</th>
<th>(type, default)</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>coord_out</td>
<td>(Bool, .f.)</td>
<td>centroid coordinates output</td>
</tr>
<tr>
<td>momenta_out</td>
<td>(Bool, .f.)</td>
<td>centroid velocities output</td>
</tr>
<tr>
<td>dip_out</td>
<td>(Bool, .f.)</td>
<td>all dipoles output</td>
</tr>
<tr>
<td>Edip_out</td>
<td>(Bool, .f.)</td>
<td>electronic (polarization) dipoles output</td>
</tr>
<tr>
<td>TD_out</td>
<td>(Bool, .f.)</td>
<td>total dipole output</td>
</tr>
<tr>
<td>images_out</td>
<td>(Bool, .f.)</td>
<td>coordinates for all images output</td>
</tr>
<tr>
<td>IMAGEDIPOLESOUT</td>
<td>(Bool, .f.)</td>
<td>dipoles for all images output</td>
</tr>
<tr>
<td>TP_out</td>
<td>(Bool, .f.)</td>
<td>Temp/Press (.t. to file, .f. to terminal)</td>
</tr>
<tr>
<td>ENERGYOUT</td>
<td>(Bool, .f.)</td>
<td>total energy output (separate file)</td>
</tr>
<tr>
<td>HISTOUT</td>
<td>(Bool, .t.)</td>
<td>OH histograms output (separate file)</td>
</tr>
<tr>
<td>BOXSIZEOUT</td>
<td>(Bool, .f.)</td>
<td>box size running average output</td>
</tr>
<tr>
<td>CALCGEOMETRY</td>
<td>(Bool, .t.)</td>
<td>compute average geometry of H2O molecules &amp; output at end</td>
</tr>
<tr>
<td>CALCDIFFUSION</td>
<td>(Bool, .t.)</td>
<td>computes diffusion constant of oxygen &amp; output at end</td>
</tr>
<tr>
<td>read_method</td>
<td>(Bool, 1)</td>
<td>.xyz file format (0 for OO....HHH and 1 for OHHOHH...)</td>
</tr>
<tr>
<td>CALCIR SPECTRA</td>
<td>(Bool, .f.)</td>
<td>store dipole moments and calculate IR spectra at end of run</td>
</tr>
<tr>
<td>CALCDOS</td>
<td>(Bool, .t.)</td>
<td>store H velocities and calculate DOS spectra at end of run</td>
</tr>
<tr>
<td>CALC_RADIUS_GYRATION</td>
<td>(Bool, .t.)</td>
<td>output avg. radius of gyration (column in TempPress file)</td>
</tr>
<tr>
<td>DIELECTRICOUT</td>
<td>(Bool, .t.)</td>
<td>output $\varepsilon(0)$, running avg. of eqn. 4.22 (column in TempPress file)</td>
</tr>
<tr>
<td>CHARGESOUT</td>
<td>(Bool, .f.)</td>
<td>charges on atoms output (to separate file)</td>
</tr>
<tr>
<td>WRITECHECKPOINTS</td>
<td>(Bool, .t.)</td>
<td>configurations of all beads output (to separate file)</td>
</tr>
<tr>
<td>td_freq</td>
<td>(int, 1)</td>
<td>Total dipole output frequency</td>
</tr>
<tr>
<td>tp_freq</td>
<td>(int, 10)</td>
<td>Temp/Press output frequency</td>
</tr>
<tr>
<td>ti_freq</td>
<td>(int, 2000)</td>
<td>all images output frequency</td>
</tr>
<tr>
<td>t_freq</td>
<td>(int, 10)</td>
<td>Output frequency for everything else</td>
</tr>
<tr>
<td>checkpoint_freq</td>
<td>(int, 2000)</td>
<td>checkpoint output frequency</td>
</tr>
<tr>
<td>RESTART</td>
<td>(Bool, .f.)</td>
<td>restart? (this will append to previous output files)</td>
</tr>
</tbody>
</table>
### MD options

<table>
<thead>
<tr>
<th>name</th>
<th>(type, default)</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{beads}$</td>
<td>(int, 1)</td>
<td>Number of beads</td>
</tr>
<tr>
<td>$setNMfreq$</td>
<td>(real, 0)</td>
<td>frequency (cm$^{-1}$) to scale normal modes to (0 for none/RPMD)</td>
</tr>
<tr>
<td>$PIMD_type$</td>
<td>(string, ‘full’)</td>
<td>type of PIMD run (“full”, “contracted”, or “monomerPIMD”)</td>
</tr>
<tr>
<td>$intra_timesteps$</td>
<td>(int, 10)</td>
<td>ratio of slow timestep / fast timestep for contraction scheme</td>
</tr>
<tr>
<td>$R_c$</td>
<td>(real, $L_{\min}/2$)</td>
<td>realspace cutoff (Å)</td>
</tr>
<tr>
<td>$rc1$</td>
<td>(real, $0.8 \times R_c$)</td>
<td>start of switched VdW cutoff (Å)</td>
</tr>
<tr>
<td>$eps_ewald$</td>
<td>(real, 1.d-6)</td>
<td>eps for aewald</td>
</tr>
<tr>
<td>$massO$</td>
<td>(real, 15.994)</td>
<td>mass of Oxygen (au)</td>
</tr>
<tr>
<td>$massH$</td>
<td>(real, 1.008)</td>
<td>mass of Hyrdrogen (au)</td>
</tr>
</tbody>
</table>

### Optional thermostat options

<table>
<thead>
<tr>
<th>name</th>
<th>(type, default)</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENVEL</td>
<td>(Bool, .t.)</td>
<td>generate velocities</td>
</tr>
<tr>
<td>THERMOSTAT</td>
<td>(Bool, .f.)</td>
<td>Global Nose-Hoover thermostat?</td>
</tr>
<tr>
<td>BEADTHERMOSTAT</td>
<td>(Bool, .f.)</td>
<td>Bead thermostat?</td>
</tr>
<tr>
<td>CENTROIDTHERMOSTAT</td>
<td>(Bool, .f.)</td>
<td>thermostat bead centroid?</td>
</tr>
<tr>
<td>bead_thermostat_type</td>
<td>(string, 'none')</td>
<td>bead thermostat - “Nose-Hoover”, “Langevin” (PILE) or “none”</td>
</tr>
<tr>
<td>$temp$</td>
<td>(real, 300)</td>
<td>Temperature (Kelvin)</td>
</tr>
<tr>
<td>$tau$</td>
<td>(real, .1)</td>
<td>$\tau$ for global thermostat (ps)</td>
</tr>
<tr>
<td>$tau_centroid$</td>
<td>(real, .1)</td>
<td>$\tau$ for centroid thermostat (ps)</td>
</tr>
<tr>
<td>$global_chain_length$</td>
<td>(int, 4)</td>
<td>global Nose-Hoover chain length</td>
</tr>
<tr>
<td>$bead_chain_length$</td>
<td>(int, 4)</td>
<td>bead Nose-Hoover chain length</td>
</tr>
<tr>
<td>BAROSTAT</td>
<td>(Bool, .f.)</td>
<td>Berendson barostat (untested! probably not working)?</td>
</tr>
<tr>
<td>$tau_P$</td>
<td>(real, 0.2)</td>
<td>$\tau$ for barostat (ps)</td>
</tr>
<tr>
<td>$press$</td>
<td>(real, 1.0)</td>
<td>reference pressure (bar)</td>
</tr>
<tr>
<td>PEQUIL</td>
<td>(Bool, .f.)</td>
<td>pressure coupling during equilibration only?</td>
</tr>
</tbody>
</table>
TTM options

<table>
<thead>
<tr>
<th>name</th>
<th>(type, default)</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>polar_maxiter</td>
<td>(int, 15)</td>
<td>max polarization dipole iterations</td>
</tr>
<tr>
<td>polar_sor</td>
<td>(real, 0.7)</td>
<td>TTM pol factor</td>
</tr>
<tr>
<td>polar_eps</td>
<td>(real, 1.d-3)</td>
<td>accuracy to converge dipoles to (tweaked for speed)</td>
</tr>
<tr>
<td>guess_initdip</td>
<td>(Bool, .t.)</td>
<td>guess initial, use predictor-corrector for dip iterations (increases speed)</td>
</tr>
<tr>
<td>print_dipiters</td>
<td>(Bool, .f.)</td>
<td>print info about pol. dipole convergence</td>
</tr>
</tbody>
</table>

SIESTA related options

<table>
<thead>
<tr>
<th>name</th>
<th>(type, default)</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>sys_label</td>
<td>(str., required)</td>
<td>system label of .fdf file</td>
</tr>
<tr>
<td>siesta_name</td>
<td>(string, “siesta”)</td>
<td>name of siesta executable</td>
</tr>
<tr>
<td>num_SIESTA_nodes</td>
<td>(int, 1)</td>
<td># processors available for SIESTA calculations</td>
</tr>
<tr>
<td>SIESTA_MON_CALC</td>
<td>(Boolean, .f.)</td>
<td>option to enable SIESTA monomer calculation</td>
</tr>
<tr>
<td>mon_siesta_name</td>
<td>(str., required)</td>
<td>name of SIESTA executable for monomer calculation</td>
</tr>
</tbody>
</table>

For backwards compatibility with the older type of input file, the keyword old may be placed at the top of an old-style input and it will be read accordingly.

C.0.5  Note on periodic boundary conditions

The program only works for a cubic box, but it could be modified for arbitrary box. The box is automatically centered so that molecules span \([-L/2, L/2]\). The periodic boundary conditions follow the bead centroid - if the bead centroid crosses the edge of the box, then all the beads move with it. This means that at any time, some beads may lie outside the box. The potential() subroutine must be able to handle situations where beads are outside the box. All places in the code where PBCs are used are marked with !PBC in the code.
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